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زبان طبيعي    بينايي ماشين و پردازش  درسازی مسائل پيچيده  مدل عملكرد بسيار مناسبي در   های مبتني بر يادگيری عميقمدل   –چکیده  

غيرخطي،    هایسيستم  های شناساييروش شود.  نسبت داده ميها  به ماهيت غيرخطي و فراپارامتری اين مدل  موضوع اين  اند که  داده از خود نشان  

گسترده شدن ابزارهای موجود برای انتخاب يک    موجباين امر    کهند  و ش   مندبهره در حوزه يادگيری عميق    افتهيتوسعهابزارهای  تواند از  مي

های  ها و ساختارهای موجود در يادگيری عميق را از ديدگاه شناسايي سيستمروش ، در اين مقاله قصد داريم تا  رونيازا.  خواهد شدمدل مناسب  

های غيرخطي ارائه خواهد شد، اما تمرکز  در حوزه شناسايي سيستم  استفاده قابلجامعي از ابزارهای    نسبتا    اگرچه مرور  غيرخطي مرور کنيم.

های يادگيری  ای از مدلهای متغير پنهان دستهمدل   های متغير پنهان در شناسايي فضای حالت غيرخطي است.اصلي اين پژوهش بر کاربرد مدل 

اما    ايستا ی  هاداده   ها، تنها قابليت توليد گيرند. نسخه اصلي اين مدلهای مولد قرار ميگروه مدلعميق هستند که در   با ترکيب  را داراست. 

و  شبكه بازگشتي  قابليت    خود رمزنگارهای عصبي  داده تغييراتي،  برایتوليد  ترتيبي  فراهم شده است.   اين مدل   های  نيز    نسخههمچنين  ها  

ها  دهد که عملكرد اين مدل انجام شده نشان مي مطالعةارائه خواهد شد.  های کنترل است،منطبق بر سيستم ها نيز کهای از اين مدل ساختاريافته

 است.    اسيق قابلموجود،   پيشين و کلاسيکهای با مدل

 رمزنگار تغييراتي  متغير پنهان، خودهای های غيرخطي، مدلهای يادگيری عميق، شناسايي سيستم: مدل کلیدواژه 

 

Deep Learning based Models for Nonlinear System Identification 

Vahid Mohammadzadeh Ayooghi and Mahdi Aliyari-Shoorehdeli 

 

Abstract – Deep learning-based models appropriately perform in modeling complex problems in 

computer vision and natural language processing (NLP). With this in mind, nonlinear system identification 

methods can benefit from tools developed in deep learning, leading to enriched frameworks to choose from. 

For this purpose, we are going to review some potential structures and methods of deep learning that can 

be used in nonlinear system identification. Although we comprehensively review the applicable tools of 

deep learning to system identification, this paper mainly focuses on using latent variable models (LVM) 

for identifying nonlinear state space models. LVMs are powerful tools for extending generative models 

primarily developed for only generating static data, yet by a combination of recurrent neural network 

(RNN) and variational auto-encoders (VAE), they can also generate sequential data. A structured version 

of introduced models compatible with control systems will also be given. The study shows that the deep 

learning models have a comparative performance to traditional and classic ones.  

Keywords: Deep learning, nonlinear system identification, latent variable models, VA
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 مقدمه  -1

است که  2های حوزه کنترل خودکار يكي از زمينه 1ها شناسايي سيستم

داده  اساس  جمعبر  خروجي  و  ورودی  از  های  شده    سيستميک  آوری 

. اهميت  [1]  ديناميكي داردمناسب  يک مدل    داکردنيپدر    تلاش  واقعي،

برای اولين بار     مشخص،  اين مسئله و توسعه ابزارهای آن در يک چارچوب

به مرور زمان  و    آغاز شد  3تغيير ناپذير با زمان[  برای سيستم خطي  2در ]

شده است  های خطي به توسعه ابزارهای متنوع حوزه شناسايي سيستم منجر

صنعتي  های  کردن فرآيند  ها در مدل . محدوديت اين روش[4[ و ] 3]  ،   [1]

غيرخطيو   رفتار  يک  دارای  عمدتا  که  ][  5]   هستند  4واقعي  ،  [  3و 

های  سيستم   شناسايي  چارچوب برای يک    تا داشت    آنرا بر    پژوهشگران

به    [3ها در ] مجموعه اين روش  نمونه مناسبي از  که   غيرخطي نيز ايجاد شود

های  های روزافزون، روش . فارغ از عدم موفقيت تلاشآمده است  تفصيل

به طور کلي به سه دسته توسعه  سازی غيرخطي،  برای مدل   توسعه داده شده

. روش توسعه  [6]  شوندبندی ميدسته  7و جعبه سياه  6محور -، بلوک5تابعي 

و    [ 7]  [،  6]   از جمله رويكردهای مشهور توسعه تابعي است  9و وينر   8ولترا

 10به صورت يافتن يک تابعي    ،را مسئله شناسايي سيستم    هااين روش   .[8]

  تابعي  کنند، و اين های سيستم مشاهده ميهای سيستم به خروجياز ورودی

ميبه شيوه   را تجزيه  شناسايي   .کنندهای خاص خود  مسئله  اساس  اين  بر 

  خواهد شدتجزيه شده تبديل    بخشبه مسئله تخمين پارامترهای هر  سيستم،  

، يک سيستم 11محور، با فرض جداپذير بودن فرآيند -. رويكرد بلوک[6]

غيرخطي   سيستم  يک  و  ديناميكي  خطي  سيستم  يک  به  را  غيرخطي 

زني کنند که در آن سيستم غيرخطي هر نوع تقريبتجزيه مي  12ايستاک

از شبكه سيستم  13های عصبي اعم  فازیو  اساس  مي  14های  بر  باشد.  تواند 

شده  تجزيه  بخش  دو  اين  ميمدل   ،اتصال  حاصل  متفاوتي  که  های  شود 

معروف  17همراشتاين-و وينر  16، همراشتاين 15های وينرمدل  ترين  از جمله 

است مدل  رويكرد  اين  مجموعه[9]  های  سياه  جعبه  رويكرد  از  .  ای 

ميديناميک دريافت  را  ورودی  روی  های  بر  را  آنها  از  نگاشتي  و  کند 

داده مجموعه از  ميای  محاسبه  خروجي  روش نکنهای  بر  د.  مبتني  های 

 20های عصبي بازگشتي، و استفاده از شبكه19های خطي محلي ، مدل 18کرنل

 . [3]  ها هستنداز جمله اين روش

 
1 System identification  
2 Automatic control 
3 Linear time-invariant system  
4 Nonlinear behavior  
5 Functional expansion  
6 Block-oriented models  
7 Black box  
8 Volterra expansion  
9 Wiener expansion  
10 Functional  
11 Process separability  
12 Static nonlinearity  
13 Neural networks 

يک تابع    داکردنيپمسئله  ياضي، مسئله شناسايي سيستم،  از ديدگاه ر

های اين تابع رياضي، متغيرهای ديناميكي ورودی،  رياضي است که ورودی

پيش يا خطای  و  باشد. روشبيني ميخروجي  شناسايي خطي،  تواند  های 

ها  ای از اين ورودیخروجي سيستم را در هر لحظه بر اساس ترکيب خطي

های شناسايي غيرخطي، خروجي را در هر روش  کهيدرحالکنند  بيان مي

ها  از توابع غيرخطي که بر روی اين ورودی   ایلحظه بر اساس ترکيب خطي

مي مياعمال  محاسبه  پايهشوند،  توابع  مدل  نام  با  رويكرد  اين  که    21کنند 

توان گفت هر دو روش  از ديدگاه جبر خطي، مي  .[3]   شناخته شده است

  سهولت بهدر آن خروجي که    ی برداری دارنديک فضا  داکردنيپسعي در  

مي روشساخته  برای  به  شود.  مربوط  فضای  اين  خطي    یفضا  ريزهای 

های غيرخطي فضايي متفاوت از  روش  کهيدرحالهای مدل است  ورودی

-در واقع دسته  کنند. فضای حل مسئله انتخاب مي  عنوانبهفضای ورودی را  

های  های شناسايي غيرخطي، تفاوت ديدگاه بندی معرفي شده برای روش

  مثال عنوانبهکنند. سازی اين نگاشت غيرخطي عنوان ميموجود برای مدل 

مدل  سهای  برای  اهميت  اه يجعبه  شده  محاسبه  غيرخطي  نگاشت  نوع   ،

مهم   مسئله  تنها  و  ندارد  خروجي    شدنکينزدچنداني  به  مدل  خروجي 

است روشسيستم  در  يا  کلي،  .  ديد  در  کرنل،  بر  مبتني    ی ندهايفراهای 

نمونه  بين  شباهت  اساس  بر  غيرخطي  نگاشت  اين  فضای  گوسي،  در  ها 

 [.  11[ و ]10[، ]5[، ] 3شود ]ورودی ساخته مي

برای روش بيان شده  بر    قا يدق ،  هاهای شناسايي سيستمديدگاه  منطبق 

  -ه  برای حل يک مسئله داد   22است که در حوزه يادگيری ماشين  ینديفرا

انجام مي برای  دادهشود.  محور  اختيار طراح    حل يک مسئله هايي که در 

شوند که در فضای  گيرد، ابتدا به يک فضايي نگاشت ميمشخص قرار مي

،  ها در فضای جديدباشد. به نمايش داده   انجامقابلسادگي    حل مسئلهجديد  

ها در يک  شود. تمام تلاش گفته مي  23بازنمايي   در ادبيات يادگيری ماشين،

برای   مناسب  بازنمايي  يافتن يک  ماشين  يادگيری  مسئلهمسئله  است    حل 

ای از  اين بازنمايي بر اساس مجموعه  ، [. در يادگيری ماشين کلاسيک12]

، 26، توابع کرنل 25، توابع پايه شعاعي24ای های ثابت اعم از چندجملهنگاشت

14 Fuzzy systems 
15 Wiener model  
16 Hammerstein model  
17 Wiener-Hammerstein model  
18 Kernel-based methods  
19 Locally linear models  
20 Recurrent neural networks  
21 Basis function models 
22 Machine learning 
23 Representation  
24 Polynomial mapping  
25 Radial basis function  
26 Kernel functions  
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شود که به دليل شكل و محدوديتي که  انجام مي 1تبديلات حوزه فرکانس 

انتخاب و    ،[13و ]  [12های ورودی دارد ]ها به مجموعه دادهدر اعمال آن

تر اينكه اين مهماستفاده از آنها تا حد زيادی به دانش طراح بستگي دارد.  

ها  و سيستم  2های با بعد بال های ثبات در برخي از شرايط، مانند داده نگاشت

در مواجه    ،به بيان بهتردهند و  ، عملكرد مناسبي از خود نشان نمي3پيچيده

از متغيرهای ورودی    تری های پيچيده نياز است تا بازنمايي  مسائلبا برخي از  

که طبيعتا امكان اين مسئله به صورت دستي وجود ندارد.  مسئله پيدا کرد  

ها اعمال شود. اين  تواند به داده زيرا تعداد نامتناهي تابع وجود دارد که مي 

فلسفه   دقيقا  مدل   هاييمدل ايجاد  مشكل  به  عميق موسوم  که    4های  است 

شبكه  5معين نسخه   عميق آن  عصبي  ]  6های  شبكه 13است  عصبي  [.  های 

-های ورودی نگاشتهای عميق هستند که بر روی داده عميق نوعي از مدل 

  ی هاکند که در نتيجه اعمال اين نگاشتپي اعمال ميدرهای غيرخطي پي

متغيرهای ورودی تری  پيچيده   ، نگاشت غيرخطي با    شود ساخته مي  از  که 

های يادگيری که روز به روز در حال پيشرفت هست،  ژیتكيه بر تكنولو 

کنترل بازنمايي به معنای  .  [13]  امكان کنترل اين بازنمايي نيز وجود دارد

  اين موضوع   های پنهان يک شبكه عصبي است کهشفافيت در يادگيری ليه 

 دهد.  ها نشان ميدرک مدل را از داده

، و به بيان  هاهای متفاوتي برای ايجاد درک مناسب از داده الگوريتم

بازنمايي، کنترل  ايجاد شده   بهتر  ماشين  يادگيری  که  در حوزه    عمدتا  اند 

ها در حالت کلي  اين روش .  [14]   جزو دسته يادگيری بدون نظارت هستند

مستقيمبه سه نگاشت  تقسيم هستند،  قابل  مدل 7دسته  احتمالتي ،  و 8های   ،

ای  مستقيم مبتني بر يادگيری بازنماييروش نگاشت  [.  15]  9يادگيری رويه

شود و  هاست که اين بازنمايي اول از يک نگاشت معين حاصل مياز داده 

های  اين روش ثانيا اين بازنمايي توانايي بازگشت به فضای اصلي را دارد.  

هايي را در فضايي با بعد به صورت مستقيم از متغيرهای ورودی، ويژگي

-بندی قرار ميترين ابزاری که در اين دستهکنند. مهمتر استخراج ميپايين

خودرمزنگار کدکننده  10ها گيرد  عصبي  شبكه  دو  از  که  و    11هستند 

شوند و شبكه با حداقل کردن خطای بازيابي آموزش  تشكيل مي  12کدگشا

. خودرمزنگارها انواع متفاوتي دارند که تمام انواع به  [15[ و ]13]  بيندمي

تغييراتي  مثال [  16]  13جز خودرمزنگار  مستقيم  ،  نگاشت  رويكرد  از  هايي 

رويكرد نگاشت مستقيم، از طريق يک  .  [15]  برای يادگيری بازنمايي هستند

بازنمايي معين،  مينگاشت  آموزش  را  قابليت  ای  بازنمايي  اين  که  بيند 

 
1 Frequency domain transformation  
2 High dimensional data  
3 Complex systems 
4 Deep models  
5 Deterministic version  
6 Deep neural network  
7 Direct mapping  
8 Probabilistic models  
9 Manifold learning  
10 Auto-encoders 

پذيری به فضای اصلي متغيرهای ورودی را داراست. بنابراين مسئله  برگشت

بازنمايي در اين رويكرد منجر به يادگيری فضايي خواهد شد که  کنترل  

مشخصات ثابت و معين متغيرهای را ورودی را داشته باشد. با استناد به اين  

دو   هر  گفتار،  تشخيص  مانند  پيچيده  مسئله  يک  متغيرهای  در  که  اصل 

مشخصات تصادفي و معين وجود دارد، اين رويكرد قابليت استخراج تمام  

مرتبط با يک متغير را ندارد و تنها مشخصات ثابت را استخراج  مشخصات 

متغيرهای مربوط به يک    ،های احتمالتيمدل    [.19[ و ]18، ] [17]  کندمي

و متغيرهای    14کنند: متغيرهای مشاهده شدهساختار را به دو بخش تقسيم مي

از مدل[18] 15پنهان اين دسته  متغير  ها تحت عنوان مدل .  نيز   16پنهان های 

مي مدلشناخته  اين  توسط  ديده شده  آموزش  بازنمايي  نوع  و  با  شوند  ها 

ها بر اين فرض  های زيادی دارد. اين مدل رويكرد نگاشت مستقيم تفاوت

های پنهان  ای از ويژگياستوار هستند که متغيرهای يک مسئله دارای دسته

ويژگي اين  که  داده هستند  تغييرات  ميها  توصيف  را  مسئله  ها  کنند. 

مدل  اين  در  بازنمايي  به  يادگيری  از  ها  تصادفي  نگاشت  يک  صورت 

مي تعريف  شده  مشاهده  متغيرهای  به  پنهان  مدل گردد.  متغيرهای  ها  اين 

توانايي استخراج مشخصات تصادفي در متغيرهای ورودی را دارا هستند.  

و خودرمزنگار تغييراتي   [ 13[  و ]21[، ] 20] 17ماشين بولتزمن محدود شده

ساختار خودرمزنگار تغييراتي دقيقا با ساختار  ها هستند.  از جمله اين روش 

امكان   بنابراين  است.  يكسان  مستقيم  رويكرد  در  عادی  خودرمزنگار 

استخراج مشخصات ثابت و تصادفي به صورت توامان توسط اين ساختار  

اند که با  هايي در حوزه يادگيری ماشين توسعه داده شده وجود ندارد. مدل 

دسته   يک  از  را  مشخصات  دو  هر  تصادفي  و  معين  نگاشت  دو  ترکيب 

[ شبكه عصبي بازگشتي در  17کنند. به عنوان مثال در ]ورودی محاسبه مي

ها  کنار خودرمزنگار تغييراتي، امكان استخراج هر دو مجموعه از ويژگي

های ثابت و وابسته  را دارد به اين صورت که شبكه عصبي بازگشتي ويژگي

کند.  ر تغييراتي مشخصات تصادفي را استخراج ميبه زمان، و خودرمزنگا

کند با اين  روش يادگيری رويه، به طور مشابه با متغيرهای پنهان عمل مي

از   نقاطي  بين  شباهت  و  نزديكي  اساس  بر  بازنمايي  يادگيری  که  تفاوت 

شد. داده  خواهد  آنها  يادگيری  به  مجبور  مدل  که  است  ورودی    های 

هايي است که بر اساس شباهت بين  [ از جمله روش22]  18يادگيری متضاد

گان آموزش گان، بازنمايي مناسبي را از داده ای از داده های مجموعهنمونه

بسته به نوع کاربردها و مسائل متفاوت، هر يک از سه روش  اگرچه  .  بينندمي

11 Encoder  
12 Decoder  
13 Variational auto-encoder 
14 Observed variables  
15 Latent variables  
16 Latent variable models  
17 Restricted Boltzmann machine  
18 Contrastive learning  
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مي شده  برياد  يادگيری  تواند  اما  باشد،  مناسب  بازنمايي  يادگيری  ای 

به کمک مدل  های احتمالتي از اهميت باليي برخوردار است.  بازنمايي 

  1دهي کنند، امكان تعميمها استفاده ميبدليل ماهيت نگاشتي که اين مدل

ها تغييرات و  ها بالتر است زيرا اين مدل مدل به شرايط ناديده در اين مدل 

قطعيت مجموعهعدم  در  موجود  داده ها  از  ميای  مدل  را  بيان  ها  به  کنند. 

مدل  اين  متغيرهای  بهتر،  بين  توام  احتمال  توزيع  کردن  مدل  قابليت  ها 

مشاهده شده و متغيرهای پنهان را داراست. در ادبيات يادگيری ماشين، اين 

به  های مولد  مدل .  [16[ و ]13]  است  2های مولد ها موسوم به مدلنوع مدل 

ميهدف  پيدا  توسعه  متفاوتي  بهبود  های  اهداف  اين  از  يكي  که  کنند 

تعميم ظرفيت  بردن  بال  و  مدلبازنمايي  استدهي  ماشين  يادگيری   های 

[13]  . 

است،    غنيهای موجود  ها به لحاظ روشاگرچه زمينه شناسايي سيستم

های  ها مزيتشناسايي سيستم   منظوربههای عصبي عميق  اما استفاده از شبكه

مشكل   حل  مانند  مدل   بالبودنفراواني  و  ورودی  متغيرهای  سازی  بعد 

ها  خود دارد. همچنين استفاده از تكنولوژی   به دنبال های پيچيده را  سيستم

ها  های شناسايي سيستم روش  تنهانههای آموزشي در اين حوزه،  و الگوريتم

تواند موجب به بهبود آنها شده و در برخي موارد  دهد بلكه ميرا توسعه مي

قاله  در اين م  را تضمين کند.  اه ي جعبه سهای  تفسيرپذيری و شفافيت مدل

در   که  عميق  يادگيری  ابزارهای  تا  داريم،  سيستم   حوزة قصد  ها  شناسايي 

گرفته  مورداستفاده  دهيم.  اندقرار  قرار  توسعه  و  بررسي  مورد    به باتوجه، 

مدل  مدلاهميت  اين  بازنمايي،  يادگيری  برای  احتمالتي  در  های  ها 

های  توانند منفعتخروجي و شناسايي فضای حالت مي - یشناسايي ورود

تمرکز اصلي اين پژوهش بر    ی جامعه مهندسي کنترل ايجاد کند.زيادی برا

مدل متغير  روی  برای  های  حالت  فضای  شناسايي  امكان  که  است  پنهان 

 کند.  های غيرخطي را فراهم ميسيستم

سيستمظرفيت  شناسايي  حوزه  در  عميق  يادگيری  از  استفاده  ها  های 

مسئله جديدی نيست و  ارتباط بين دو حوزه شناسايي سيستم و يادگيری 

[  25[ و ]24]در . آورده شده است[ 24و مقاله ][ 23عميق در مقاله مروری ]

ها  آن  ي مراتبسلسلههای عصبي عميق و خاصيت يادگيری ويژگي  از شبكه

مدل و  است  شده  عميق  استفاده  داده    4NFIRو    3NARXهای  توسعه 

روش  اند.شده  عمده  که  در  است  اين  بر  فرض  سيستم،  شناسايي  های 

مي پيروی  نرمال  توزيع  از يک  ممكن    آنكهحال کنند  متغيرهای خروجي 

باشد. در ] نادرست  اين فرض  از  26است در برخي کاربردها  استفاده  با   ]

، مسئله شناسايي  [27]  5ژیهای مبتني بر انرو مدل   عميق   های عصبي شبكه

 
1 Generalization  
2 Generative models  
3 Deep nonlinear ARX 
4 Deep nonlinear FIR 
5 Energy-based models  
6 Temporal convolutional networks (TCN) 

توانند از  سيستم را برای يک حالت کلي که در آن متغيرهای خروجي مي

ترکيب   بيان شده است. چون  پيروی کنند،  احتمالي  های  شبكه هر توزيع 

توانند هر نوع توزيع دلخواهي  های مبتني بر انرژی ميعصبي عميق و مدل 

را تقريب بزنند، اين رويكرد برای هر توزيعي از متغيرهای خروجي عملكرد  

داشت  ].  [13]  خوبي خواهد  ساختار شبكه28در  از  پيچشي  [  های عصبي 

سيستم  6زماني شناسايي  پيچشي  برای  عصبي  شبكه  است.  شده  استفاده  ها 

مي عمل  معمولي  کانولوشنالي  که  زماني همانند شبكه  تفاوت  اين  با  کند 

های زماني ورودی و خروجي هر ليه از آن بايد دارای  حفظ گام منظوربه

-. استفاده از شبكه[29]  باشد   7کانولوشن بايد علي  عملگربعد برابر باشند و  

ميه زماني  کانولوشنالي  روشای  دسته  در  بلو تواند  شناسايي    - ک  های 

توان متصور  مي  ، اعمال عملگر کانولوشن علي  لي به دلمحور باشد چرا که  

فيلتر خطي عبور مي  دادة شد که دنباله   ابتدا از يک  کند و سپس  ورودی 

، بر روی آن  9خطي   سوسازکيو يا    8يک عملگر غيرخطي، تابع سيگموئيد 

برای هر شبكه چندين  اعمال مي شود،  فيلتر در نظر گرفته ميشود. چون 

بار    لترکردنيف  نديفراتوان گفت  مي تابع غيرخطي چندين  اعمال  و  خطي 

تا خروجي مدل را  ها با هم تجميع ميپذيرد و خروجيصورت مي شوند 

[  31و ][ 30[. در ]9است ] 10مشابه مدل موازی وينر ند يفراتخمين بزند. اين 

مدل  کرنل از  بر  مبتني  عميق  سيستم  11های  شناسايي  غيرخطي  برای  های 

های مبتني بر کرنل خروجي را بر اساس شباهتي  استفاده شده است. روش 

نمونه  بين  متکه  خروجيهای  دارند،  وجود  ورودی  فضای  در  های  فاوت 

شباهت   با  ورودی  هر  با  مي  آمدهدستبهمتناظر  خطي  در  ترکيب  کنند. 

تابع شباهت  مدل  بر کرنل،  مبتني  از شبكه  سنجهای عميق  استفاده  های  با 

است.   آمده  وجود  به  عميق  ]عصبي  با  32در  مشابه  رويكردی  از   ]

های خطي تغيير  خودرمزنگارها استفاده شده است و فضای حالت سيستم

[ با استفاده  35[ و ]34[ و ]33[ و ]24ناپذير با زمان شناسايي شده است. در ]

های فضای حالت، مدلي موسوم  های عصبي عميق و مدلاز ترکيب شبكه

در  های غيرخطي شناسايي شده است.  به فضای حالت عميق برای سيستم

[ با استفاده از يک شبكه عصبي بازگشتي پارامترهای يک مدل خطي  36]

زند. بر اساس اين رويكرد مدل را تخمين مي  12فضای حالت تغيير با زمان 

ذير با زمان  پتغييرانتقال حالت و مدل مشاهدات هر دو از يک مدل خطي  

های زيادی از يک رويداد زماني در نياز است داده چون  کنند اما  تبعيت مي

دست باشد تا پارامترهای متغير با زمان را تقريب بزند، از يک شبكه عصبي  

کند. فلسفه استفاده از آن به اين  بازگشتي برای تقريب پارامترها استفاده مي 

در   تغييرات  اين  اثر  کند  تغيير  زمان  با  مدل  پارامترها  اگر  که  است  دليل 

7 Causal  
8 Sigmoid function  
9 Rectified linear units  
10 Parallel wiener model  
11 Deep kernel-based models 
12 Linear time-variant system  
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خروجي منعكس خواهد شد. بنابراين يک شبكه عصبي بازگشتي در نظر  

شود که در هر لحظه از زمان خروجي سيستم را به عنوان ورودی  گرفته مي

برميمي را  مدل  پارامترهای  و  ]پذيرد  در  ]37گرداند.  و  متغيرهای  38[   ]

-حالت و پارامترهای يک مدل فضای حالت غيرخطي با استفاده از روش

 شوند. تخمين زده مي 1های تغييراتي 

مدل گزارشعملكرد  اساس  بر  عميق  يادگيری  شده  های  ارائه  های 

ها نيز دارای  غيرقابل انكار است. اما استفاده از آنها در حوزه شناسايي سيستم 

شبكه  عميق  معايبي هست.  عصبي  دلهای  فراپارامتری  ليبه  خود،    ماهيت 

برای   را  آنها  استقرار  و  استفاده  موضوع  اين  که  دارد  مناسبي  عملكرد 

. اين محدوديت نه تنها در حوزه  [39کند ]کاربردهای بلادرنگ محدود مي

سيستم حوزهشناسايي  ساير  در  بلكه  محيط    نيزها  ها  به  بسته  دارد.  وجود 

مدل   2استقرار روش اين  و  ها،  مدل  پارامترهای  تعداد  کاهش  برای  های 

های آموزش ديده شده وجود دارد که امكان استفاده از مدل  3سازی فشرده 

افزاری محدود، مانند ظرفيت  هايي با منابع سختها را در سيستماين مدل

سازد.  ، ممكن مي4كپارچه يهای  حافظه و توان پردازشي پردازنده در سيستم 

و  6، هرس کردن 5ی کوانيتزه کردنسه دستهها در حالت کلي به اين روش

های  . مدل [43[ و ] 42[، ]41، ] [  40شوند ]بندی ميطبقه  7تقطير کردن دانش 

دارای دو جز ساختار و پارامتر هستند که پارامترهای مدل  يادگيری ماشين  

کوانتيزه  .شوندذخيره مي 8بيت  32پس از آموزش به صورت اعشاری و در 

اين   دقت  ميکردن  در    بعضا  توانند  پارامترها  و  اعداد صحيح   9بيت   8تا 

شود.  کاهش دهند که اين کاهش دقت منجر به از دست رفتن عملكرد مي

برای جلوگيری از اين مسئله، کوانتيزه کردن مدل را حين آموزش انجام  

عملمي تا  باشددهند  نداشته  شديدی  افت  مدل  روشكرد  کوانتيزه  .  های 

به تفصيل آورده شده است.  [  47و ]   [46[، ]45، ][44[، ] 41ها در ]کردن مدل 

سازی مدل، ارتباطات اضافه و غيرمهم  های فشرده ای ديگر از روش دسته

تواند حذف کند. اين روش که  بين واحدهای محاسباتي گوناگون را مي

موسوم به هرس کردن است با ايده از تكامل مغز انسان در مرحله نوزادی  

های مغز در يک نوزاد ابتدا  تعداد ارتباطات عصبي بين نرونکه    کندبيان مي

افت و سپس  پايين است که اين تعداد در يک سن مشخص افزايش خواهد ي

قرار    ريتأثتحتيابد. اين کاهش ارتباطات عملكرد مغز را  دوباره کاهش مي

ارائه شده است. تقطير    ليتفصبه[ 47و ] [  44ها در ] [. اين روش48دهد ]نمي

کند که رفتار يک  [ ارائه شده است بيان مي49دانش که برای اولين بار در ]

هايي با تعداد پارامترهای  مدل عميق با تعداد پارامترهای زياد، توسط مدل

 
1 Variational methods  
2 Deployment environment  
3 Model compression  
4 Embedded systems  
5 Quantization  
6 Pruning  
7 Knowledge distillation  
8 Floating-point 32 

های متعددی برای توسعه  روش  تر قابليت تقريب زده شدن دارد.بسيار کم

های  اگرچه پژوهش   اند.  [ خلاصه شده 50اين رويكرد وجود دارد که در ]

های توسعه  استفاده برای مدل سازی مدل، قابليت  انجام شده به منظور فشرده 

های  کارگيری مدلها را نيز دارد، اما بهداده شده در حوزه شناسايي سيستم

با دقت بيشعميق در حوزه شناسايي سيستم تا  نياز است  تری صورت  ها 

مهم   چالش  اين  و  حوزهگيرد  زيرا  شود.  داده  حوزه  پاسخ  مانند  هايي 

نيازمند   کنترلر،  طراحي  مانند  کاربردها  از  بسياری  در  کنترل،  مهندسي 

بيش مدل شفافيت  فرآيند  در  استنتاج  تری  زمان  و  هستند  اين  سازی  در 

 از اهميت باليي برخوردار است. کاربردها 

مدل  از  استفاده  روی  بر  مقاله  اين  اصلي  به  تمرکز  پنهان  متغير  های 

ادبيات مربوط به    2ت. در بخش  های غيرخطي اسمنظور شناسايي سيستم

های  سازی سيستم حوزه يادگيری عميق و ابزارهای مورد استفاده برای مدل 

پنهاني که در  های متغير  مدل   3ارائه خواهد شد و سپس در بخش  ديناميكي  

سيستم شناسايي  کرده حوزه  ورود  مورد  ها  مياند  قرار  در  بررسي  گيرد. 

يافته4بخش   تغيير  نسخه  مدل ،  از  دارای  ای  که  پنهان  متغير  ساختار  های 

موثر بودن مدل معرفي شده از طريق  نهايتا  و    شود،مياست ارائه    هستند  

غيرخطي، به نمايش گذاشته خواهد    10سه نوع سيستم معيار  روی  آزمايش بر

 .  شد

عمیق  -2 یادگیری  مدل  ابزارهای  سازی برای 

 های دینامیکی سیستم
 11يكي از مسائل مهم يادگيری ماشين، تخمين تابع چگالي احتمال توام 

مرتبط بر روی مجموعه به هم  متغيرهای  از  استنتاج   12ای  و   13است. مسئله 

يادگيری توزيع توام بر روی اين متغيرها بدليل ناتواني در کشف همبستگي  

بين متغيرها به صورت مستقيم، مسئله بسيار دشواری است که معمول برای  

  ،شوددر آن فرض مي  که  شوداستفاده مي   14های متغير پنهان حل آن از مدل 

تواند تغييرات موجود در متغيرها را  يک مكانيزم پنهان وجود دارد که مي

ای از متغيرهای تصادفي  ليهصورت    مدل کند. اين مكانيزم پنهان به

توزيع  مدل مي  هر    𝑝(𝑧)مشخص  از پيش  شود که دارای  است که 

مدل   توسط  آن  از  نمونه   𝑝(𝑥|𝑧)نمونه  هر  توليد  خواهد     𝑥توانايي  را 

است اما    15يک متغير تصادفي پيوسته   𝑧کنيم متغير پنهان  داشت. فرض مي

توان مباحث مطرح شده را به متغيرهای  بدون از دست دادن عموميت مي

 [.  51] گسسته نيز تعميم داد

9 Integer 8 
10 Benchmark  
11 Joint probability distribution  
12 Highly correlated high dimensional data  
13 Inference problem  
14 Latent variable models 
15 Continues random variable  
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مي را  متغيرها  اين  روی  بر  توام  تعريف احتمال  زير  به صورت  توان 

 :کرد

(1) 𝑝(𝑥, 𝑧) = 𝑝(𝑧)𝑝(𝑥|𝑧) 
روابط   کشف  منظور  به  پنهان  ليه  متغيرهای  تعريف  بين  همبستگي 

دهد که به جای رويارويي با توزيع  ورودی مسئله، اين امكان را به ما مي

با يک توزيع احتمال مشخص و ساده، از نظر    𝑝(𝑥)پيچيده و نامشخص  

. تمام اجزای اين توزيع احتمال  [19] رو شويمبهو ارزيابي، رو  1گيری نمونه

بر اساس اين مدل به سادگي از    𝑝(𝑥)قابل تعيين و مشخص هستند. توزيع 

 قابل تعريف است.   𝑧بر روی متغير   2سازی طريق حاشيه

 (2) 
𝑝(𝑥) = ∫ 𝑝(𝑥|𝑧)𝑝(𝑧)𝑑𝑧 

پيش اصلي  قابل  مسئله  فوق  انتگرال  است  اين  رويكرد  اين  روی 

 4های تقريب نيست و برای محاسبه پارامترهای مدل بايد از روش   3محاسبه 

های تقريب به دو گروه تقريب  بندی کلي روشاستفاده کرد. در يک دسته

[ به تفصيل  19[ و ]13که در ]   شوندبندی ميتقسيم  6و تقريب معين  5تصادفي 

های تقريب تصادفي،  بدليل بال بودن بار محاسبات روش   . آورده شده است

لگاريتم    های تقريب معين تغييراتي استفاده شده است.  در اين مقاله از روش

 به صورت زير است: (2رابطه ) تابع شباهت

log 𝑝𝜃(𝑥) = log ∫ 𝑝𝜃(𝑧)𝑝𝜃(𝑥|𝑧) 

است.  به تمام پارامترهای متعلق به توزيع توام    بردار مربوط   𝜃که در آن  

 توان به صورت زير نوشت:رابطه فوق را مي

log 𝑝𝜃(𝑥) = log ∫
𝑝𝜃(𝑥, 𝑧)

𝑞𝜙(𝑧|𝑥)
𝑞𝜙(𝑧|𝑥)𝑑𝑧 

جای  يک توزيع شرطي معتبر است که در هيچ 𝑞𝜙(𝑧|𝑥)که در آن  

از   مقداری  هيچ  برای  و  تغييراتي   𝑧فضا  توزيع  توزيع،  اين  نيست.    7صفر 

، يک کران پايين برای تابع  8Jensenشود. با استفاده از ناتساوی  ناميده مي

 : [12] شود بيشينه شباهت تعريف مي

log 𝑝𝜃(𝑥) ≥ ∫ 𝑞𝜙(𝑧|𝑥) log
𝑝𝜃(𝑥, 𝑧)

𝑞𝜙(𝑧|𝑥)
𝑑𝑧

= 𝐸𝑞𝜙
(log

𝑝𝜃(𝑥, 𝑧)

𝑞𝜙(𝑧|𝑥)
) 

است که به صورت زير    9رابطه فوق مشهور به کران پايين مشاهدات

 قابل بسط دادن است: 

 
1 Sampling  
2 Marginalization  
3 Intractable  
4 Approximate method 
5 Stochastic approximate  
6 Deterministic approximate  
7 Variational distribution  
8 Jensen’s inequality  

 

(3) 
𝐸𝑞𝜙

(log
𝑝𝜃(𝑥, 𝑧)

𝑞𝜙(𝑧|𝑥)
)

= 𝐸𝑞𝜙
(log 𝑝𝜃(𝑥|𝑧))

− 𝐷𝑘𝑙 (𝑞𝜙(𝑧|𝑥)|𝑝𝜃(𝑧)) = 𝐹(𝜃, 𝜙) 

است که برای محاسبه تفاوت بين دو توزيع  KL  10معيار    𝐷𝑘𝑙که در آن  

روش  شود. مسئله آموزش پارامترهای مسئله از طريق  احتمال به کار برده مي

بودبيشينه دشوار  مسئله  تابع شباهت که يک  مسئله    ،سازی  به يک  تبديل 

با ترمبهينه معادل  اين سادگي حضور توزيع  های ساده سازی  دليل  تر شد. 

جای کارکرد با توزيع  دهد تا بهتغييراتي است که اين امكان را به طراح مي 

موخر ساده   11احتمال  احتمال  توزيع  يک  سازی  با  حداکثر  کند.  کار  تر 

معادل حداقل کردن    پارامترها  تعيين  منظور  به  موفق  است.   𝐷𝑘𝑙عبارت 

 𝑞𝜙(𝑧|𝑥)لزم بذکر است که عبارت فوق زماني حداقل خواهد شد که  

 باشد.   𝑝𝜃(𝑧|𝑥)برابر با  

(4)  𝜃∗, 𝜙∗ = arg max
𝜃,𝜙

𝐹(𝜃, 𝜙) 

يكديگر وابسته  سازی به  چون دو مجموعه پارامترهای تحت بهينه     

بايد استفاده    12سازی اميد تغييراتي سازی از روش بيشينههستند، برای بهينه

 کنيم. بنابراين داريم:

 

 

(5) 

𝜙𝑘+1 = arg max
𝜙

𝐹(𝜃𝑘 , 𝜙) E-

step: 
𝜃𝑘+1 = arg max

𝜃
𝐹(𝜃, 𝜙𝑘+1) M-

step: 
 

مسئله  مسير طي شده تا به اينجای کار يک مسير استاندارد برای حل هر  

مدل طريق  اين    از  توسط  شده  مسائل حل  تفاوت  است.  پنهان  متغيرهای 

-های شرطي موجود در روابط است. بهی مدل کردن توزيع ابزار، در نحوه 

برای    14های مبتني بر انرژی از مدل  13عنوان مثال ماشين بولتزمن محدود شده

بدليل فرضيات  کند که  استفاده مي  𝑝𝜃(𝑧|𝑥)و    𝑝𝜃(𝑥|𝑧)مدل کردن  

قابليت   شرطي  احتمال  توزيع  دو  هر  مدل،  ساختار  روی  بر  شده  اعمال 

-ی ديگری از رويكردهای مدل گيری را دارا هستند. دسته ارزيابي و نمونه

کند و  در تقريب توابع استفاده مي  15های عصبي های شبكهسازی از ظرفيت

 𝑝𝜃(𝑥|𝑧)زند. در اين رويكرد  های شرطي مورد نظر را تقريب ميتوزيع

دارای يک فرم مشخص است که پارامترهای آن توسط يک شبكه عصبي  

های  شود. چون اين شبكه وظيفه بازتوليد نمونهبا معماری مناسب تعيين مي

𝑥    به عنوان شبكه کدگشا اينگفته مي 16را دارد  رويكرد چون    شود. در 

9 Evidence lower bound (ELBO) 
10 Kullback-Leibler divergence  
11 Posterior probability distribution 
12 Variational EM 
13 Restricted Boltzmann machine (RBM) 
14 Energy-based models (EBM) 
15 Neural networks 
16 Decoder network  
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توانايي مدل کردن توزيع احتمال موخر به صورت مستقيم وجود ندارد از  

شود که وظيفه مدل کردن استفاده مي1يک شبكه بازشناسايي يا کدکننده  

𝑞𝜙(𝑧|𝑥)   .را برعهده دارد 

 خودرمزنگار تغییراتی   -2-1

خودرمزنگار تغييراتي يک مدل متغير پنهان است که برای مدل کردن 

شبكهتوزيع از  قبل  بخش  در  شده  بيان  شرطي  احتمال  عصبي  های  های 

کند. قبل از بررسي نوع مدل کردن خود رمزنگار تغييراتي لزم  استفاده مي

صورت   به  پنهان  متغير  مدل  يک  برای  مولد  توزيع  که  است  بذکر 

𝑝(𝑧)𝑝(𝑥|𝑧)    است که به منظور مشخص شدن کامل آن نيازمند هستيم

ها دقيقا تعريف شود. رابطه توزيع توام و ارتباط آن  تا هر کدام از اين ترم

 𝑝(𝑧)ای متغيرهای مسئله هيچ محدوديتي از جانب توزيع  با توزيع حاشيه

تواند در اين مسئله  مي  𝑝(𝑧)را ندارد. به بيان ديگر هر توزيع دلخواهي از  

-جای داشته باشد اما بهترين نوع توزيع، توزيعي است که به ما اطمينان مي

نمونهمي  𝑝(𝑥|𝑧)دهد که مدل کدگشای   بر اساس آن  های مورد  تواند 

ها بايد به نحوی  نظر ما را توليد کند. علاوه بر اين مسئله، تعريف اين ترم

 باشد که فرآيند آموزش را تسهيل کند. 

ليه توزيع  تغييراتي  خودرمزنگار  يک  برای  صورت  به  مخفي  های 

توزيع نرمال مستقل از هم در نظر گرفته شده است. چرايي اين مسئله ريشه  

توان بر اساس  ای را ميدر اين حقيقت دارد که هر توزيع احتمال پيچيده 

نمونه اعمال کردن يک نگاشت قطعي بر روی مجموعه های توزيع  ای از 

استاندارد نرمال بدست آورد. به بيان بهتر اگر توانايي توليد نمونه از يک  

توان بر  توزيع نرمال استاندارد وجود داشته باشد، هر توزيع دلخواهي را مي

نمونه  اين  نگاشت  ] اساس  آورد  بدست  ارائه    بر[.  52ها  توضيحات  اساس 

رود، فرآيند توليد نمونه توسط خودرمزنگار تغييراتي از دقت  شده انتظار مي

باشد زيرا توزيع ليه نرمال است و  خوبي برخوردار  توزيع  های کد يک 

شود که  توسط يک شبكه عصبي مدل مي   𝑝(𝑥|𝑧)نگاشت مطرح شده  

 را داراست.   2خاصيت تقريب عمومي 

تنها مسئله باقي مانده برای آموزش خودرمزنگار تغييراتي وجود يک  

متغيرهای   برای  نمونه  توليد  احتمال    𝑧مكانيزم  که  تحت    𝑝(𝑥|𝑧)است 

به بيان بهتر بر  نمونه های توليد شده مقداری بزرگتر از صفر داشته باشند. 

داده  نرمال  اساس  توزيع  يک  از  مجازی  فضای  بايد  مسئله  موجود  های 

انتخاب کرد که توزيع   را  احتمال    𝑝(𝑥|𝑧)استاندارد  در آن فضا دارای 

بزرگتری است. برای اين منظور يک شبكه بازشناسايي يا کدکننده در نظر  

را محاسبه    𝑧توزيعي از   𝑥های ورودی گرفته شده است که بر اساس نمونه

احتمال توليد  مي بيشترين  باشد. شكل    𝑥کند که  داشته  گرافي    مدل   1را 

 دهد.  خود رمزنگار تغييراتي را نشان مي 3احتمالتي 

 
1 Recognition network – Encoder network 
2 General approximation property  

 
خطوط پررنگ مدل   –[ 17مدل مولد خودرمزنگار تغييراتي ] –  1شكل 

 .دهد مولد خطوط منقطع مدل استنتاج يا شبكه بازشناسايي را نشان مي

به   دو  هر  کدگشا  و  کدکننده  توزيع  تغييراتي  خودرمزنگار  برای 

های  صورت نرمال در نظر گرفته شده است که همين مسئله يكي از چالش

بر   زيرا  است.  تغييراتي  خودرمزنگار  از  استفاده  کننده  محدود  و  اساسي 

توزيع فرض  اين  قابليت  اساس  باشند  بيشتری  مدهای  دارای  که  هايي 

تواند به صورت کامل توزيع  شناسايي ندارد و مهمتر اينكه کدکننده نمي

با اين حال خودرمزنگار تغييراتي در طيف   احتمال موخر را تقريب بزند. 

شود.  روابط مربوط به  وسيعي از کاربردها با دقت خوبي به کار گرفته مي

 خواهد بود:  ( 6رابه )آموزش و توليد نمونه در اين شبكه به صورت 

 

(6) 

𝑞𝜙(𝑧|𝑥) ~𝑁(𝜇𝑒𝑛, 𝜎𝑒𝑛
2 )

→ {
𝜇𝑒𝑛 = 𝑁𝑁𝑒𝑛

𝜇
(𝑥)

log 𝜎𝑒𝑛
2 = 𝑁𝑁𝑒𝑛

𝜎 (𝑥)
 

𝑝𝜃(𝑥|𝑧) ~𝑁(𝜇𝑑𝑒 , 𝜎𝑑𝑒
2 )

→ {
𝜇𝑑𝑒 = 𝑁𝑁𝑑𝑒

𝜇
(𝑧)

log 𝜎𝑑𝑒
2 = 𝑁𝑁𝑑𝑒

𝜎 (𝑧)
 

 

𝑧به صورت   𝑧که در آن هر نمونه  = 𝜇𝑒𝑛 + 𝜎𝑒𝑛 . 𝜖    قابل محاسبه

که   دوباره    𝜖است  حقه  رويكرد  اين  است.  استاندارد  نرمال  توزيع  يک 

نمونه   4پارامتريزه کردن  دارد که چون  است  نام  گيری يک عمل گسسته 

منجر به ايجاد مشكلات آموزشي با استفاده از گراديان نزولي خواهد شد  

به اين ترتيب ديگر مشكلي وجود نخواهد داشت. پارامترهای شبكه نيز  که 

آيد که جزئيات  با استفاده از حداقل کردن کران پايين مشاهدات بدست مي

[ در  آن  به  خود  16مربوط  مدل  آموزش  درباره  مهم  نكته  است.  آمده   ]

بيشينه به  مربوط  گام  دو  هر  که  است  اين  تغييراتي  اميد  رمزنگار  سازی 

شود و نه به صورت مجزا. اين مسئله  تغييراتي به صورت همزمان انجام مي

شود تا تخمين پارامترهای کدگشا به صورت زيربهينه پيدا شود.  موجب مي

پارامترهای  زيرا آنچه که در بيشينه تابع شباهت مشاهدات اثر دارد  سازی 

به  مربوط به کدگشاست و نه کدکننده. چون اين دو مجموعه از پارامترها  

شوند، پارامترهای کدکننده نيز در بيشينه  صورت همزمان به روزرساني مي

کردن تابع شباهت اثر خواهد داشت که نتيجه آن فاصله داشتن کران پايين  

مشاهدات با تابع شباهت مشاهدات است. برای رفع اين مشكل، روشي به  

3 Probabilistic graphical model 
4 Reparametrization trick  
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پايين  کران  کردن  محدود  وزن  1جهت  با  که  شد  مطرح  دهي  مشاهدات 

نمونه به  کردن  کردن  نزديک  در  سعي  کدکننده  توسط  شده  توليد  های 

ها دارد. مدل بدست آمده از اين  کران پايين مشاهدات و تابع شباهت نمونه

نام دارد که جزئيات مربوط به    2دهي شده اهميت روش خودرمزنگار وزن

[ آمده است.  يكي ديگر از ايرادهای خودرمزنگار تغييراتي، نوع  53آن در ]

مدل کردن کدکننده و کدگشا است که هر دو از يک توزيع نرمال پيروی  

کنند. دليل اين نوع کردن تنها مسئله تسهيل آموزش را در بردارد. دو  مي

تر شدن فرآيند اعمال گراديان فاکتور اصلي و اساسي برای آموزش ساده

گيری از توزيع کدگشا است. چون ها و نمونهروزرساني وزننزولي برای به

بين دو توزيع نرمال دارای يک فرم مشخص و ساده است،    𝐷𝑘𝑙محاسبه  

کند، بهمين دليل چون طبق  استفاده از اين فرض فرآيند آموزش را ساده مي

خاصيت نگاشت توزيع نرمال استاندارد امكان تغيير توزيع متغيرهای مخفي  

کدگشا   دشواری  به  منجر  کدکننده  توزيع  تغيير  همچنين  و  ندارد  وجود 

های احتمال وجود ندارد.  خواهد شد، چارچوب ارائه شده  برای ساير توزيع 

ارائه شد که خودرمزنگار    3برای رفع اين مشكل مدل خودرمزنگار متخاصم

 .  [54]  تغييراتي را به عنوان يک حالت خاص در خود جای داده است

داده       نوع  برای  ، بدون هيچ  4های بدون حافظه مباحث مطرح شده 

تغييری قابل اعمال است و اصل ابزارها نيز برای اين حالت ارائه شده است.  

های غيرخطي، ، تعميم  منظور توسعه اين ابزار برای هدف شناسايي سيستم  به

امری ضروری خواهد    های ديناميكيابزارهای موجود برای پردازش داده

 بود.  

  5های متغير پنهان ترتيبي مدل  -2-2

عمده اطلاعاتي که در محيط پيرامون ما وجود دارد پيوسته در حال  

دنباله  يک  صورت  به  رياضي  لحاظ  به  اطلاعات  نوع  اين  است.   6تغيير 

است که اين    7شود. دنباله يک بردار معمولي با يک بعد فيزيكي تعريف مي

که به آن سری   شودها به صورت زمان مدل ميبعد فيزيكي در غالب سيستم

با سيگنال . سری [18] شودنيز گفته مي  8زماني مقايسه  های  های زماني در 

مقدار   به  مربوط  آن  نوع  يک  که  هستند  اطلاعات  نوع  دو  دارای  عادی 

-سيگنال است. بنابراين روش 9عددی اطلاعات و ديگری اطلاعات زماني 

  ايستا های  ها در مقايسه با ابزارهای پردازشي داده های پردازش اين نوع داده 

 تر خواهد بود.  پيچيده 

 
1 ELBO lightening  
2 Importance weighted auto-encoders  
3 Adversarial auto-encoder  
4 Static data 
5 Sequential latent variable models 
6 Sequence  
7 Physical dimension  
8 Time series 
9 Temporal information  
10 Time series analysis  

نيازمند تعيين    𝑦1:𝑇  10از ديدگاه يادگيری ماشين، آناليز سری زماني

است. در حالت کلي    11های زماني بر روی تمام گام  𝑝(𝑦1:𝑇)توزيع توام  

بال   امكان مدل کردن اين توزيع وجود ندارد زيرا همبستگي بين متغيرها 

و عليت   12است و معمول برای مدل کردن آن بايد از روابط استقلال شرطي 

در هر لحظه از    𝑥𝑡استفاده کرد. زيرا اگر فرض کنيم هر متغير    13در زمان 

باشد برای آنكه توزيع احتمال را بر روی کل    14زمان يک متغير دودويي

به تعداد   2𝑇دنباله محاسبه کنيم  − تا توزيع    15پارامتر آزاد   1 نياز داريم 

احتمال به طور کامل مشخص شود که عملياتي نيست. با استفاده از قانون  

  (7رابطه )توان به صورت  احتمال شرطي بيز توزيع احتمال روی دنباله را مي

 : [18]  نوشت

(7) 
𝑝(𝑦1:𝑇) = ∏ 𝑝(𝑦𝑡|𝑦1:𝑡−1)

𝑇

𝑡=1

 

گام  روی  بر  توام  توزيع  کردن  تجزيه  نوع  بر  اين  منطبق  زماني  های 

عليت در زمان است زيرا هر فاکتور به تمام عوامل گذشته بستگي دارد. در  

هر صورت همچنان مدل کردن اين دنباله کار دشواری است زيرا مجموعه  

با گذر زمان در حال  قرار گرفته  16ی شرط متغيرهايي که در مجموعه اند 

خواهيم اين توزيع احتمال را  تغيير است. به عنوان مثال اگر فرض کنيم مي

با استفاده از يک شبكه عصبي مدل کنيم، نيازمند يک شبكه خواهيم بود  

های آن در حال تغيير است که اين مسئله  که در هر لحظه از زمان ورودی

قيود بيشتری بر روی   سازی و اعمال امری نشدني است. بنابراين نيازمند ساده 

های زماني متغيرها هستيم. اين مسئله در  و ارتباط بين گام  17ساختار زماني

های زماني به کار  واقع تفاوت بين ابزارهای متنوع که به منظور تحليل سری 

 دهد.  روند را نشان ميمي

تحليل محدود کردن  های صورت گرفته به منظور  سازیيكي از ساده 

به يكديگر است. مثلا به جای آنكه فرض کنيم   18های زماني وابستگي گام

تمام گام به  وابسته است، ميهر گام زماني  توان  های زماني گذشته خود 

گام  از  به يک طول مشخصي  زماني  گام  های گذشته  فرض کرد که هر 

 خواهد بود:  (8رابطه )وابسته است. در اين حالت توزيع توام به صورت 

 (8) 
𝑝(𝑦1:𝑇) = ∏ 𝑝(𝑦𝑡|𝑦𝑡−𝑚:𝑡−1)

𝑇

𝑡=1

 

نامند که چند نمونه از آن مي  19mين مدل را مدل مارکوف مرتبه  ا 

 آورده شده است.  2در شكل  

11 Time steps 
12 Conditional independency  
13 Causal-in-time  
14 Binary variable  
15 Free parameters 
16 Conditioning set  
17 Temporal structure  
18 Temporal dependency  
19 mth-order Markov model  
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  (b)متناظر با مدل مارکوف مرتبه اول که در آن هر گام زماني تنها به يک گام گذشته وابسته است. شكل سمت راست  1شبكه بيزين  –  (a)شكل سمت چپ  - 2شكل 

 [18]شبكه بيزين متناظر با مدل مارکوف مرتبه دو که در آن هر گام زماني به دو گام زماني قبل از خود وابسته است.  –

 

کند، اما پذير ميسازی را امكاناگرچه اين روش تا حد زيادی ساده 

است. به منظور افزايش قابليت    mبزرگترين مشكل آن تعيين طول حافظه  

سازی معمول اين مدل را برای کاربردهای که طول حافظه کوتاه باشد  پياده 

مي کار  دارند  به  نياز  بزرگ  حافظه  طول  که  کابردهايي  برای  زيرا  برند 

برای    3و يا اطلاعات متقابل   2همبستگي  استفاده از اين ابزار نيازمند تحليل

که در برخي از کتب    4های رگرسيون خودکارتعيين طول حافظه است. مدل

آن ميبه  اشاره  زماني  سری  تحليل  ابزار  يک  عنوان  به  زير ها  از  شود، 

 [. 18های مارکوف است ]های مدلمجموعه 

و جامعيک چارچوب کلي مدل  تر  برای  زماني  کردن سریتر  های 

تبديل   قابل  فرم  اين  به  همگي  موجود  ابزارهای  واقع  در  که  دارد  وجود 

 [ مدل 18هستند  چارچوب  اين  حالت[.  فضای  مدل  5های  دارد.  های  نام 

های متغير پنهان معرفي  توان به نوعي انشقاق زماني مدل فضای حالت را مي

-توان گفت مدل های متغير پنهان، ميکرد. بر اين اساس و طبق تعريف مدل

کند در هر گام زماني يک مكانيزم پنهان وجود دارد  های فضای فرض مي

پنهان بايد  که تغييرات موجود در متغيرها را مدل مي اما اين مكانيزم  کند 

دارای يک وابستگي زماني باشد تا بتوان اطلاعات موجود در متغيرها را نيز  

 پردازيم.  ها ميفرا بگيرد. در ادامه به بررسي اين مدل

 های فضای حالت  مدل -2-3

وجود دارد که به يک    𝑥1:𝑇کنيم يک دنباله مشاهدات  ميفرض        

وابسته است. در اين حالت مسئله مدل کردن    𝑢1:𝑇مجموعه دنباله ورودی 

است. لزم بذکر است که در بخش قبلي    𝑝𝜃(𝑥1:𝑇|𝑢1:𝑇)توزيع احتمال  

تنها   و  است  خودکار  رگرسيون  مسئله  يک  مسئله  که  بود  اين  بر  فرض 

است. فرم   𝑥1:𝑇اطلاعاتي که در دست است مربوط به خود سری زماني  

زماني   سری  يک  به  وابستگي  نظر  مد  زماني  سری  که  بال  در  شده  ذکر 

کلي فرم  دارد  اگر خارجي  زيرا  است  زماني  سری  کردن  مدل  مسئله  تر 

متغير   گذشته  با  را  مسئله  رگرسيون    𝑥𝑡ورودی  مدل  کنيم،  جايگزين 

شود. بنابراين مباحث ذکر شده در ادامه، قابليت تعميم  خودکار حاصل مي

داراست.  هم  دادن به حالتي که ورودی محرک در مسئله وجود ندارد را  

 
1 Bayesian network (Belief network) 
2 Correlation analysis  
3 Mutual information  

 4Autoregressive models  

های متغير  برای مدل کردن توزيع احتمال مورد نظر، مطابق آنچه که در مدل 

مي فرض  شد  بيان  وابستگي  پنهان  که  دارد  وجود  پنهان  متغير  يک  کنيم 

مدل  در  خروجي  گذشته  )يا  ورودی  به  خودکار(  مستقيم  رگرسيون  های 

دارد و همچنين به منظور حفظ اطلاعات زماني به مقدار متغير پنهان در گام  

به مدل مربوط  ادبيات  نيز وابسته است. در  اين  قبل  به  های فضای حالت، 

متغير حالت پنهان،  احتمالتي  3شود. شكل  گفته مي  6متغير  ، مدل گرافي 

مي نشان  را  متغير  مدل کردن  اين  برای  بنابراين    𝑝𝜃(𝑥1:𝑇|𝑢1:𝑇)دهد. 

 : [18]  خواهيم داشت

(9) 𝑝𝜃(𝑥1:𝑇|𝑢1:𝑇)

= ∫ 𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇|𝑢1:𝑇)𝑑𝑧1:𝑇  

در آن فرض بر اين است که متغيرهای حالت پيوسته هستند. در  که  

مي تبديل  جمع  به  انتگرال  گسسته  توام  حالت  احتمال  توزيع  شود. 

𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇|𝑢1:𝑇)  :به صورت زير قابل محاسبه است 

(10) 𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇|𝑢1:𝑇)

= 𝑝𝜃(𝑧1) ∏ 𝑝𝜃(𝑥𝑡|𝑧𝑡)

𝑇

𝑡=1

∏ 𝑝𝜃(𝑧𝑡|𝑧𝑡−1, 𝑢𝑡)

𝑇

𝑡=2

 

,𝑝𝜃(𝑧𝑡|𝑧𝑡−1و    7مدل مشاهدات   𝑝𝜃(𝑥𝑡|𝑧𝑡)که در آن   𝑢𝑡)    مدل

شود. در برخي منابع مدل مشاهدات به ورودی نيز  ناميده مي  8انتقال حالت 

𝑝𝜃(𝑥𝑡|𝑢𝑡بستگي دارد يني به صورت   , 𝑧𝑡)   .است 

 
 [  17] مدل فضای حالت - 3شكل 

5 State space models 
6 State variable  
7 Observation model (emission model)  
8 State transition model 
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های انتقال حالت و مشاهدات  برای مدل های متفاوتي که  بسته به فرم

های فضای حالت متنوعي توليد خواهد شد که  شود، مدلدر نظر گرفته مي

اشاره مي به آن  ادامه  اين است که هدف  در  باره  اين  نكته مهم در  شود. 

نهايي محاسبه توزيع شرطي دنباله خروجي به شرط ورودی است که اين 

حاشيه طريق  از  مي  1سازی توزيع  بدست  حالت  متغيرهای  روی  آيد.  بر 

محاسبه   نيازمند  𝑝𝜃(𝑧1:𝑇|𝑥1:𝑇بنابراين  , 𝑢1:𝑇)   حالت در  بود.  خواهيم 

پذير نيست و ، امكان2کلي محاسبه اين توزيع، و يا بيان بهتر استنتاج دقيق 

. به عنوان  [55و ]  [17]  تنها در شرايط خاص مسئله دارای جواب دقيق است

فرض کنيم مدل مشاهدات و مدل انتقال حالت در دسترس باشد  مثال اگر  

و ارتباط بين متغيرها نيز خطي باشد، در شرايطي که هر دو توزيع احتمال  

متغيرهای   درباره  استنتاج  مسئله  باشد،  گوسي  مشاهدات  و  حالت  انتقال 

فيلتر کالمن  به  بسته  فرم  اين  بود که  بسته خواهد  فرم    3حالت دارای يک 

. در شرايطي که مدل ارتباطي بين متغيرهای حالت و متغير  [17]   مشهور است

به   کالمن  فيلتر  باشد،  پذير  مشتق  غيرخطي  تابع  يک  به صورت  خروجي 

ابزار مورد نظر تحت عنوان استفاده را دارد که  قابل  تقريبي  های  صورت 

خنثي  کالمن  يافته   4فيلتر  توسعه  يا  مي  5و  قرار  استفاده  برای  مورد  گيرند. 

های  طيف وسيعي از ابزارها مسئله دارای جواب دقيق نيست و بايد از روش

تر اينكه  گيری استفاده کرد. مهمهای تغييراتي و يا نمونهمانند روش  6تقريبي

فرض در دسترس بودن مدل فرض درستي نيست زيرا در طيف وسيعي از  

 کابردها مدل ارتباطي بين متغيرها در دست نيست.  

مدل به  مربوط  مدلجزئيات  و  خطي  آن  های  در  که  غيرخطي  های 

امكان دقيق  ] استنتاج  در  است  ] [56پذير   ،17[ و  است.    [18[  شده  آورده 

انتقال  ها در اين نكته نهفته است که مدلظرفيت استفاده از اين مدل های 

مشاهدات توانايي تقريب زدن توسط هر تقريب زني که باعث    حالت و مدل

ها در  ای از مدلبهبود دقت در مسئله شود را داراست. در اين راستا دسته

های عصبي عميق برای مدل کردن  حال ظهور هستند که از ظرفيت شبكه

های فضای  ها، مدلکند. به اين دسته از مدل حالت و مشاهدات استفاده مي

ها امكان استنتاج  شود. پر واضح است که در اين مدلگفته مي  7حالت عميق 

های تقريبي برای استنتاج و آموزش آن  دقيق وجود ندارد و بايد از روش 

شبكه  ادامه  در  کرد.  بازگشتي استفاده  عصبي  مدل    8های  يک  عنوان  به 

-های مدل گيرد که از ظرفيتمشهور فضای حالت مورد بررسي قرار مي

 سازی آن در برخي از اقدامات اين پژوهش استفاده شده است.  

 های عصبي بازگشتي  شبكه  -2-4

های عصبي هستند  های عصبي بازگشتي معماری خاصي از شبكه شبكه

  10های قطعي را توسط نگاشت   9که توانايي مدل کردن دنباله با طول متغير 

شبكه عصبي بازگشتي را برای دو حالت بدون    4. شكل  [17[ و ]55]  دارد

 دهد. ورودی و با ورودی نشان مي

 
شكل سمت راست مربوط به حالتي است که ورودی محرک وجود دارد و شكل سمت راست مربوط به حالتي که ورودی   –شبكه عصبي بازگشتي   - 4شكل

 [.17محرک وجود ندارد. هر دو شماتيک يكسان هستند اگر در شماتيک سمت راست به جای ورودی محرک، خروجي لحظه قبل قرار بگيرد ] 
 

مدل توسط يک نگاشت غيرخطي به صورت  متغيرهای حالت در اين 

 : [13]  شوندزير محاسبه مي

(11) 𝑑𝑡 = 𝑓𝜃(𝑑𝑡−1, 𝑢𝑡; 𝜃) 

های عصبي بازگشتي وجود دارد که  های متفاوتي از شبكه انشقاق     

های عصبي بازگشتي  هر يک بسته به نوع کابرد و در تقويت توانايي شبكه

. تفاوت    [ 59]   [ و58[، ]57]  اند کرده به منظور مدل کردن حافظه توسعه پيدا  

اين ابزارها تنها در نحوه محاسبه متغيرها حالت است و در ماهيت يكسان  

آن تمام  که  معنا  اين  به  ميهستند  مدل  را  قطعي  نگاشت  يک  کنند.  ها 

 
1 Marginalizing out  
2 Exact inference  
3 Kalman filter  
4 Unscented Kalman filter 
5 Extended Kalman filter  
6 Approximation method 

از جمله    12ای و واحد بازگشتي دروازه   11معماری حافظه بلند کوتاه مدت 

 ها هستند.   اين مدل 

توان به صورت يک مدل فضای حالتي  شبكه عصبي بازگشتي را مي

يعني   است  ديراک  دلتای  تابع  حالت  انتقال  احتمال  توزيع  که  ديد 

𝑝𝜃(𝑑𝑡|𝑑𝑡−1, 𝑢𝑡) = 𝛿(𝑑𝑡 − 𝑓𝜃(𝑑𝑡−1, 𝑢𝑡))  مشاهدات مدل   .

-نيز در کابردهای معمول به صورت يک نگاشت قطعي در نظر گرفته مي

تواند به صورت  کاربردهای توليد متن مدل مشاهدات ميشود، اما در برخي  

 [.  60احتمالتي در نظر گرفته شود ] 

7 Deep state space models 
8 Recurrent neural network  
9 Variable length sequence  
10 Deterministic maps  
11 Long short-term memory (LSTM) 
12 Gated recurrent unit (GRU) 

 [
 D

O
I:

 1
0.

61
18

6/
jo

c.
17

.2
.1

 ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c-
is

ic
e.

ir
 o

n 
20

26
-0

1-
30

 ]
 

                            10 / 23

http://dx.doi.org/10.61186/joc.17.2.1
http://joc-isice.ir/article-1-1008-fa.html


 ي مبتن يرخطي غ یها ستم يس  ييدر شناسا  قيعم  ی ريادگ يبر  یمدل ها

 دلي وحيد محمد زاده ايوقي و مهدی علياری شوره

11 
 

 

Journal of Control, Vol. 17, No. 2, Summer 2023  1402، تابستان 2شماره ،  17مجله کنترل، جلد 

 

 های فضای حالت غیرخطی  استنتاج در مدل -2-5

های زماني در شرايط خاصي اعم از  امكان استنتاج و آموزش مدل      

مدل  بودن  توزيعخطي  بودن  گوسي  يا  و  دقيق  ها  به صورت  شرطي  های 

وجود دارد حال آنكه برای شرايطي که اين فرضيات صادق نباشد، امكان  

های تقريبي استفاده کرد.  يافتن پاسخ به صورت دقيق نيست و بايد از روش

های مورد اشاره است. مطابق آنچه  بنابراين گام نخست، مدل کردن توزيع

-عنوان شد، مدل کردن توزيع  ايستاکه در بخش مربوط به متغيرهای پنهان  

تواند بر مبنای  شرطي )فرض بر اين است مدلي در دست نيست( ميهای  

های عصبي استفاده شود.  های مبتني بر انرژی باشد و يا از ظرفيت شبكهمدل 

منظور مياين نوع مدل  اين  برای  نيستند.  قاعده مسثتني  اين  از  نيز  توان  ها 

نظر   در  فرم مشخص  به صورت يک  را  مشاهدات  و  حالت  انتقال  توزيع 

ظرفيت شبكه از  استفاده  گرفت و سپس  پارامتر  تخمين  برای  های عصبي 

 .  روابط رياضي مربوطه به صورت زير خواهد بود: [60] کرد

 

 

(12) 

𝑝𝜃(𝑧𝑡|𝑧𝑡−1, 𝑢𝑡)~𝑁(𝜇𝑡𝑟 , Σ𝑡𝑟)

→ {
𝜇𝑡𝑟 = 𝑁𝑁𝑡𝑟

𝜇
(𝑧𝑡−1, 𝑢𝑡; 𝜃)

log Σ𝑡𝑟 = 𝑁𝑁𝑡𝑟
𝜎 (𝑧𝑡−1, 𝑢𝑡; 𝜃)

 

𝑝𝜃(𝑥𝑡|𝑧𝑡)~𝑁(𝜇𝑒𝑚, Σ𝑒𝑚)

→ {
𝜇𝑒𝑚 = 𝑁𝑁𝑒𝑚

𝜇
(𝑧𝑡; 𝜃)

log Σ𝑒𝑚 = 𝑁𝑁𝑒𝑚
𝜎 (𝑧𝑡; 𝜃)

 

به منظور آموزش پارامترهای شبكه، تابع بيشينه شباهت را به صورت  

نويسم و با استفاده از روابط نوشته شده برای مدل متغيرهای پنهان  زير مي

 : [55]  کنيمدر بخش قبلي، کران پايين تابع شباهت را محاسبه مي ايستا

log 𝑝𝜃(𝑥1:𝑇|𝑢1:𝑇)

≥ ∫ 𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇) log
𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇| 𝑢1:𝑇)

𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇)
𝑑𝑧1:𝑇

= 𝐸𝑞𝜙
(log

𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇| 𝑢1:𝑇)

𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇)
) 

گام بعدی تعيين ساختار توزيع تغييراتي است که هيچ محدوديتي برای  

اما   ندارد  اين  دقت روشآن وجود  انتخاب  نوع  به  به شدت  تقريبي  های 

ای که بايد برای تعريف آن لحاظ کرد مسئله  توزيع بستگي دارد. تنها نكته

تسهيل فرآيند آموزش مدل است. بهترين انتخاب برای توزيع تغييراتي در  

بهينهروش تحميل  های  و  مسئله  خود  ساختار  از  استفاده  تغييراتي  سازی 

بهترين   آنكه  برای  بهتر  بيان  به  است.  توزيع  اين  به  مسئله  ساختار  کردن 

است   لزم  باشيم  داشته  تغييراتي  توزيع  برای  را  انتخاب 

𝑝𝜃(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇)     ،نظر مورد  تغييراتي  توزيع  زيرا  کنيم  تعيين  را 

سازی  دهد )فرآيند کمينهتقريبي از اين توزيع احتمال موخر را بدست مي

با   برابر  تغييراتي  توزيع  که  است  حداقل  جايي  در  مشاهدات  پايين  کران 

 توزيع احتمال موخر باشد(. بنابراين خواهيم داشت:

𝑝𝜃(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇 , 𝑧0)

= 𝑝𝜃(𝑧2:𝑇|𝑧1, 𝑥1:𝑇 , 𝑢1:𝑇 , 𝑧0)𝑝𝜃(𝑧1|𝑥1:𝑇 , 𝑢1:𝑇 , 𝑧0)  

 
1 Prior distribution  

,𝑝𝜃(𝑧2:𝑇|𝑧1که در آن   𝑥1:𝑇 , 𝑢1:𝑇)    استقلال قاعده  بر اساس  را 

مي به صورت  شرطي  ,𝑝𝜃(𝑧2:𝑇|𝑧1توان  𝑥2:𝑇 , 𝑢2:𝑇)    ادامه با  نوشت. 

 های زماني خواهيم داشت:دادن اين روند برای تمام گام

𝑝𝜃(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇 , 𝑧0) = ∏ 𝑝𝜃(𝑧𝑡|𝑧𝑡−1, 𝑥𝑡:𝑇 , 𝑢𝑡:𝑇)

𝑇

𝑡=1

 

بنابراين ساختار توزيع تغييراتي نيز مطابق با همين الگو به صورت زير  

 قابل تجزيه خواهد بود: 

(13) 𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇 , 𝑧0)

= ∏ 𝑞𝜙(𝑧𝑡|𝑧𝑡−1, 𝑥𝑡:𝑇 , 𝑢𝑡:𝑇)

𝑇

𝑡=1

 

 کران بالی مشاهدات نيز به صورت زير خواهد بود:

log 𝑝𝜃(𝑥1:𝑇|𝑢1:𝑇) = 𝐸𝑞𝜙
(log

𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇| 𝑢1:𝑇)

𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇)
)

= ∑ 𝐸𝑞𝜙
∗ (𝑧𝑡−1) (𝐸𝑞𝜙(𝑧𝑡|𝑧𝑡−1,𝑥𝑡:𝑇,𝑢𝑡:𝑇)(log 𝑝𝜃(𝑥𝑡|𝑧𝑡)

𝑇

𝑡=1

− 𝐷𝑘𝑙 (𝑞𝜙(𝑧𝑡|𝑧𝑡−1, 𝑥𝑡:𝑇 , 𝑢𝑡:𝑇)|𝑝𝜃(𝑧𝑡|𝑧𝑡−1, 𝑢𝑡)))  

آن   در  𝑞𝜙که 
∗ (𝑧𝑡−1)  متغير  توزيع حاشيه تغييراتي حول  توزيع  ای 

𝑧𝑡−1    برای با رابطه بدست آمده  است. واضحا رابطه بدست آمده مشابه 

با زمان در حال   1خودرمزنگار تغييراتي است با اين تفاوت که توزيع پيشين 

 تغيير کردن است.  

پس از مشخص شدن تابع هزينه، نوبت به مدل کردن شبكه بازشناسايي  

مي کدکننده  شبكه  يا  کردن  مدل  است،  مشخص  که  همانطور  رسد. 

و   ورودی  آينده  مقادير  به  زيرا  نيست  پذير  امكان  سادگي  به  کدکننده 

برای رفع اين مشكل دو روش در حالت کلي وجود  خروجي بستگي دارد.  

اول مي نيست و  دارد. در روش  اختيار  دنباله در  توان فرض کرد که کل 

گيرند. اين رويكرد فيلترينگ  ها با گذر زمان در اختيار مدل قرار ميداده 

شود به آن فيلتر کالمن  نام دارد و چون در آن از شبكه عصبي استفاده مي

. بر اساس اين رويكرد يک متغير  [61[ و ]55[، ] 17]   شودگفته مي  2عميق 

شود که وابستگي مستقيم به ورودی و خروجي در  تعريف مي  𝑎𝑡کمكي  

زمان يكسان دارد و متغير حالت تابعي از اين متغير کمكي و متغير پيشين  

 [. به بيان رياضي خواهيم داشت: 61حالت خواهد بود ]

 

(14) 

𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇 , 𝑧0)

= ∏ 𝑞𝜙(𝑧𝑡|𝑧𝑡−1, 𝑎𝑡)

𝑇

𝑡=1

,

𝑎𝑡 = 𝑓𝜆(𝑥𝑡 , 𝑢𝑡) 
 

 خواهد بود.  5به صورت شكل   مدل مدل گرافي متناظر با اين 

2 Deep Kalman Filter (DKF)  
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کالمن فيلتر عميق به منظور رفع مشكل وابستگي متغيرهای حالت به  5شكل

 [17مقادير آينده ورودی و خروجي در شبكه بازشناسايي توسعه داده شده ]

عصبي   شبكه  يک  از  که  دارد  وجود  نيز  ديگری  غالب  رويكرد 

کند. بر اساس اين رويكرد فرض بر اين است  استفاده مي  1بازگشتي معكوس 

که دنباله ورودی و خروجي به طور کامل در اختيار است و شبكه با مقدار  

ای از مقادير آينده را  کند و خلاصهها کار خود را آغاز مينهايي اين دنباله

مي قرار  بازشناسايي  شبكه  اختيار  از  در  رويكرد  اين  دقت  اگرچه  دهد. 

رويكرد فيلتر کردن بالتر است، بار محاسباتي آن نيز بالتر است زيرا امكان  

پردازش موازی وجود ندارد و تا به طور کامل کل دنباله در جهت عكس  

نمونه  امكان توليد  متغيرهای حالت وجود  پردازش نشود  برای  بعدی  های 

  6شود که در شكلناميده مي  2ندارد. اين رويكرد هموارساز کالمن عميق

 به نمايش در آمده است.  

 
های زماني  سازی گامهموارساز کالمن عميق به منظور خلاصه - 6شكل 

 [ 17آينده برای شبكه بازشناسايي ]

 : [61] روابط مربوط به اين شبكه نيز به صورت زير خواهد بود 

 

(15) 

𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇 , 𝑧0)

= ∏ 𝑞𝜙(𝑧𝑡|𝑧𝑡−1, 𝑎𝑡)

𝑇

𝑡=1

,

𝑎𝑡 = 𝑓𝜆(𝑎𝑡+1, [𝑥𝑡 , 𝑢𝑡]) 
 شبكه بازشناسايي به صورت زير مدل خواهد شد: نتيجتا 

 

(16) 

𝑞𝜙(𝑧𝑡|𝑧𝑡−1, 𝑎𝑡)~𝑁(𝜇𝑒𝑛 , Σ𝑒𝑛)

→ {
𝜇𝑒𝑛 = 𝑁𝑁𝑒𝑛

𝜇
(𝑧𝑡−1, 𝑎𝑡; 𝜙)

log Σ𝑒𝑛 = 𝑁𝑁𝑡𝑟
𝜎 (𝑧𝑡−1, 𝑎𝑡; 𝜙)

 

 
1 Reversed RNN 
2 Deep Kalman Smoother (DKS) 
3 Large dynamic range  

يک   دارای  غيرخطي  حالت  فضای  مدل  شد،  مشاهده  که  همانطور 

ايراد   اولين  نيز هست.  ايراداتي  دارای  اما  اجرا است  قابل  فرآيند آموزش 

عصبي   شبكه  يک  آن  در  که  است  مدل  اين  بال  پردازشي  بار  به  مربوط 

گيرد و در شرايطي که مدل نيازمند عمق  بازگشتي مورد استفاده قرار مي

کشد تا کل دنباله ورودی  باشد، مدت زمان زيادی طول مي  3بالی ديناميک 

در   پردازشي  بار  اين  شود.  پردازش  خروجي  شبكه  و  در  که  شرايطي 

بازشناسايي از يک شبكه عصبي معكوس استفاده کنيم دو چندان خواهد  

ابعاد   مدل در شرايطي است که  اين  بودن  ناکارآمد  بعدی  ايراد مهم  شد. 

-مسئله بال باشد. برای حل مشكل اول و دوم که عدم توانايي پردازش دنباله

توان از  های با عمق بال و نيازمند تحليل دستي برای تعيين عمق است مي

استفاده کرد که قادر است در يک فرآيند    5و مكانيزم توجه   4ها ترنسفرمر

انتها به انتها و با استفاده از مكانيزم توجه متغيرهای حالت را به صورت يكجا  

کند.   مدل محاسبه  اين  در  که  دارد  وجود  امكان  اين  بهبنابراين  جای  ها، 

 های عصبي عميق از ترنسفرمرها استفاده کرد. استفاده از شبكه

  6مکانیزم توجه-6-2

هايي که تاکنون بررسي شد، برای فراگرفتن اطلاعات زماني از  مدل 

ها در  کنند. بزرگترين ايراد اين شبكههای عصبي بازگشتي استفاده ميشبكه

اين مدل -ساختار کدکننده  مياني  ها وظيفه خلاصه  کدگشا است که ليه 

ها را به تنهايي برعهده دارد. در شرايطي که  اطلاعات مربوط به دنباله کردن  

سازی به صورت صحيح  ها بزرگ باشد، اين ليه توانايي خلاصهطول دنباله

 [.  62را نخواهد داشت ] 

 

 [ 62کدگشا در حضور مكانيزم توجه ] –ساختار کدکننده   –  7شكل 

4 Transformers  
5 Attention mechanism  
6 Attention mechanism  
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-بازگشتي استفاده ميبرای مدل کردن اين ليه از يک شبكه عصبي  

در نظر   1شود که گام آخر مربوط به متغير حالت شبكه به عنوان بردار زمينه 

[ يک فرآيندی تحت عنوان  29شود.  به منظور رفع اين مشكل در ]گرفته مي

دار  وزن  توجه معرفي شده است که بردار زمينه را بر اساس ميانگين-مكانيزم

در   عصبي  شبكه  حالت  گاممتغيرهای  ميتمام  محاسبه  زماني  کند.  های 

دهد. بر اساس اين ساختار،  ساختار مربوط به اين مدل را نشان مي  7شكل  

کند  کدکننده ابتدا اطلاعات زماني مربوط به دنباله ورودی را استخراج مي

يک   کدکننده  توسط  شده  استخراج  زماني  اطلاعات  از  گام  هر  برای  و 

مقدار اهميت برای هر متغير حالت شبكه عصبي بازگشتي کدکننده محاسبه  

به  مي بازگشتي  عصبي  شبكه  برای  را  حالت  متغير  بعدی  گام  تا  کند 

. اين مقدار اهميت توسط  [62]  کارگرفته شده برای کدگشا محاسبه کند 

شود که در ادبيات يادگيری ماشين به آن توجه  يک شبكه عصبي مدل مي

با رابطهنيز گفته مي  2شوندهجمع اهميت مطابق  مقادير  ساخته    (17)   شود. 

 شوند.  مي

(17) 𝑒𝑖𝑗 = 𝑁𝑁(𝑠𝑖−1, ℎ𝑗), 𝛼𝑖𝑗

=
exp(𝑒𝑖𝑗)

∑ exp(𝑒𝑖𝑗)𝑗

 

کدکننده    امjام کدگشا با حالت iشباهت بين حالت  𝑒𝑖𝑗که در آن   

مدل  ( 18)کند. بردار زمينه در اين حالت به صورت رابطه را محاسبه مي

 شود. مي

 (18 ) 𝑐𝑖 = ∑ 𝛼𝑖𝑗ℎ𝑗

𝑗

 

پس از محاسبه اين بردار، حالت بعدی کدگشا با استفاده از يک شبكه  

عصبي بازگشتي و در شرايطي که بردار زمينه و مقدار واقعي خروجي در  

به عنوان ورودی شبكه لحاظ مي شوند. اين مسئله مشكل عدم  گام قبلي، 

دنباله ورودی در  توانايي شبكه برای خلاصه کردن  بازگشتي  های عصبي 

کنند. اما دارای يک چالش بزرگ يک متغير با بعد محدود را مرتفع مي

های عصبي بازگشتي در مدل کردن  است که مربوط به عدم توانايي شبكه

های عصبي بازگشتي، دنباله ورودی  دنباله به صورت موازی هستند. شبكه

مي پردازش  ترتيبي  صورت  به  ]را  مشكل  اين  حل  برای  يک  63کنند.   ]

-کند که زمينه حذف کردن ليهرا معرفي مي  3توجه -مكانيزمي به نام خود

 کند.  های عصبي را فراهم ميهای بازگشتي در شبكه

 توجه و ترنسفرمرها-مکانیزم خود -2-8

پيش-کدکننده ساختار   که  عصبي  کدگشا  شبكه  دو  از  دارای  تر 

مي تشكيل  ]بازگشتي  مولفين  توسط  شبكه63شد،  با  عنوان  [  تحت  ای 

 
1 Context vector  
2 Additive attention  
3 Self-attention  
4 Natural language processing (NLP) 
5 Scaled dot-product  

مدل  موجبات  که  شد  جابجا  حوزه  سازیترنسفرمرها  در  گسترده  های 

  8را فراهم کرد. بخش اصلي ترنسفرمرها که در شكل  4پردازش زبان طبيعي 

خودبه   مكانيزم  که  است  درآمده  اين  -نمايش  اساس  بر  است.  توجه 

-مكانيزم، بازنمايي که برای هر کلمه در وظيفه ماشين ترجمه استخراج مي

شود، حساسيتي برای ترتيب کلمات حاضر در يک دنباله متني ورودی قائل  

نيست. به بيان بهتر، بازنمايي هر کلمه تنها به حضور کلمات حساس است.  

امروزه   است  بذکر  حوزه  لزم  به  معطوف  صرفا  ترنسفرمرها  از  استفاده 

های ترتيبي نيست و در حوزه بينايي  سازی دادهپردازش زبان طبيعي و مدل 

 [.  67و ] [66، ] [65، ][ 64شود ]ماشين نيز از اين ابزار استفاده مي

 

  –کدگشا در حضور مكانيزم خودتوجه –ساختار  کدکننده  - 8شكل 

 [ 63ترنسفرمر ]

-هايي که از هر کلمه استخراج ميبر اساس اين مدل، ابتدا بازنمايي

کند که اين مكانيزم يک رابطه ساده  شود، از يک مكانيزم توجه عبور مي

ی اصلي اين مكانيزم مربوط  است. ريشه  5محاسبه ضرب داخلي مقياس شده

سيستم ] به  است  اطلاعات  بازيابي  بازيابي  63های  سيستم  يک  در   .]

کند، سيستم بر را وارد مي  7زماني که کاربر يک عبارت جستجو  6اطلاعات 

مقدار  هر  به  دارد  خود  داده  پايگاه  در  که  اطلاعاتي  کليد   8اساس    9يک 

مي شباهتي اختصاص  اساس  بر  و  کليد    10دهد  و  جستجو  عبارت  بين  که 

گرداند. بر اين اساس، کارکرد مدل بر  وجود دارد، مقدار متناظر را برمي

6 Information retrieval system  
7 Query  
8 Value  
9 Key  
10 Similarity  
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محاسبه سه ويژگي جستجو، مقدار و کليد استوار است که به نسبت شباهتي  

ويژگي بين  با  که  مناسب  نگاشت  دارد، يک  کليد وجود  و  های جستجو 

های مقدار، کليد و جستجو هر سه از يک  گرداند. ويژگيمقدار را برمي

مي بدست  رابطهتبديل خطي  با  مطابق  هر  )(آيند و سپس  اهميت  مقدار   ،

 شود.  کلمه مشخص مي

(18) 
𝑂 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (

𝑄𝑇𝐾

√𝑑
) 𝑉 

بازگشتي وجود   نكته مهم درباره ترنسفرمرها اين است که هيچ ليه 

-اطلاعات زماني را فرا مي،  1ندارد و مدل از طريق بردار کدکننده موقعيت

  [ از توابع مثلثاتي برای کد کردن موقعيت استفاده شده است. 63گيرد. در ]

در   که  دارد  موقعيت وجود  محاسبه کدکننده  برای  متفاوتي  رويكردهای 

روند مشابه با روند معرفي شده برای کدکننده در  آورده شده است.      [68]

مي اتفاق  آينده  کدگشا  مقدار  داريم  قصد  چون  که  تفاوت  اين  با  افتد 

توجه پوشش داده شده برای  -بيني کنيم، از مكانيزم خودخروجي را پيش

مي استفاده  مدل کدگشا  در  خروجي  آينده  مقادير  تا  لحاظ  شود  سازی 

   [ آمده است.63نگردد. جزئيات مربوط به ترنسفرمرها در ]

ساختارهای    -3 بر  دینامیکی  مدلمروری  های 

 ها شناسایی سیستمعمیق در 

های  يک ابزارهايي که از حوزه يادگيری ماشين برای توسعه روش هيچ

شناسايي غيرخطي به کار گرفته شده است، توسط جوامع مهندسي کنترل  

روش اين  عمده  و  است  نيافته  و  توسعه  گفتار  شناسايي  منظور  برای  ها 

[ است  يافته  توسعه  متن  از[.  17پردازش  از  پژوهش  اين  برخي  ها 

تغييراتي   و شبكه خودرمزنگار  تغييراتي  از خودرمزنگار  ترکيبي  يا  های  و 

برای شناسايي فضای حالت غيرخطي  به منظور يک ابزار  عصبي بازگشتي  

  [. 71]  و[  70[، ] 69[، ]34[ ، ]36، ] [  33][،  32]   اندکرده و يا خطي استفاده  

بخش   اين  در  شد،  معرفي  تغييراتي  خودرمزنگار  قبل،  بخش  در  چون 

های عصبي بازگشتي  ابزارهايي که از ترکيب خودرمزنگار تغييراتي و شبكه 

 اند، معرفي خواهد شد.  وجود آمده به

  2شبکه عصبی بازگشتی  –خودرمزنگار تغییراتی  – 1-3

[ معرفي  17شبكه عصبي بازگشتي که در ]  –خود رمزنگار تغييراتي  

توسعه داده شده است که قادر   3شده است با هدف اوليه توليد متن و گفتار 

توليد کند. بر اساس اين مدل، گفتار    4است از دو منظر يک مدل مولد گفتار 

به مشخصات   مربوط  اول  منبع  منبع اطلاعات است.  هر شخص دارای دو 

های آن زبان يكسان است و منبع  زباني گوينده است که بين تمام گوينده

دوم مربوط به تغييراتي است که از هر فرد به فرد ديگر متفاوت است. از  

اين صورت عنوان کرد که مدل  ديدگاه رياضي مي به  را  اين مسئله  توان 

 
1 Positional encoding  
2 VAE-RNN 

کردن سيگنال گفتار نيازمند دو نوع نگاشت غيرخطي است که نگاشت اول  

نگاشت   همين    معينيک  با  است.  تصادفي  نگاشت  يک  دوم  نگاشت  و 

های غيرخطي نيز  توان مسئله بيان شده را به حوزه شناسايي سيستممي  انگيزه 

تعميم داد چرا که هر دنباله ورودی و خروجي دارای اشتراکاتي هستند که  

مربوط به رابطه بين ورودی و خروجي است و از طرفي دارای تغييراتي نيز  

هستند که برای هر دنباله ورودی و خروجي منحصر بفرد است )با اين فرض 

شود و نه غير ايستا که خود اين که اين تغييرات به صورت ايستا مدل مي 

ی  کند که متغيرهامطلب يكي از ايرادات اين معماری است زيرا فرض مي

های  تصادفي هيچ ارتباطي با هم ندارند(. اين مسئله برای شناسايي سيستم

مدل گرافي احتمالتي اين    9  [ بررسي شده است. شكل33غيرخطي در ]

 شبكه را برای هر دو شبكه مولد و شبكه بازشناسايي به تصوير کشيده است.  

 

 VAE-RNN [17 ]مدل گرافي احتمالتي مربوط به ساختار  –  9شكل 

بازگشتي عصبي  شبكه  يک  کمک  به  ابتدا  معماری  اين  يک    ،در 

شود که اين بازنمايي مربوط به  های ورودی استخراج ميبازنمايي از داده 

اطلاعات زماني متغيرهای ورودی است. سپس بازنمايي استخراج شده به  

کند و بخش کدگشای  رمزنگار تغييراتي عمل ميعنوان ورودی يک خود  

از روی اطلاعات کد  مدل سعي مي را  به خروجي  مربوط  کند اطلاعات 

ورودی مجموعه    ،شده  دو  هر  استخراج  رويكرد  اين  مزيت  کند.  توليد 

متغيرهای ورودی و ويژگي تغييرات  با  مرتبط  های قطعي منحصر  ويژگي 

شرطي  به توزيع  کردن  مدل  توانايي  که  است  ورودی  سيگنال  فرد 

𝑝𝜃(𝑥1:𝑇|𝑢1:𝑇)    زير به صورت  مولد  مدل  برای  توام  توزيع  داراست. 

 خواهد بود: 

 

 

(19) 

𝑝𝜃(𝑥1:𝑇 , 𝑑1:𝑇 , 𝑧1:𝑇|𝑢1:𝑇)

= ∏ 𝑝𝜃(𝑧𝑡|𝑑𝑡)𝑝𝜃(𝑑𝑡|𝑑𝑡−1, 𝑢𝑡)𝑝𝜃(𝑥𝑡|𝑧𝑡)

𝑇

𝑡=1

 

آن   در  ,𝑝𝜃(𝑑𝑡|𝑑𝑡−1که  𝑢𝑡) = 𝛿(𝑑𝑡 − 𝑑̃𝑡), 𝑑̃𝑡 =

𝑓𝜃(𝑑𝑡−1, 𝑢𝑡)    است که با توجه به خاصيت غربالي تابع ضربه خواهيم

 داشت:

3 Speech  
4 Speech generative model 

 [
 D

O
I:

 1
0.

61
18

6/
jo

c.
17

.2
.1

 ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c-
is

ic
e.

ir
 o

n 
20

26
-0

1-
30

 ]
 

                            14 / 23

http://dx.doi.org/10.61186/joc.17.2.1
http://joc-isice.ir/article-1-1008-fa.html


 ي مبتن يرخطي غ یها ستم يس  ييدر شناسا  قيعم  ی ريادگ يبر  یمدل ها

 دلي وحيد محمد زاده ايوقي و مهدی علياری شوره

15 
 

 

Journal of Control, Vol. 17, No. 2, Summer 2023  1402، تابستان 2شماره ،  17مجله کنترل، جلد 

 

 

 (20 ) 

𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇|𝑢1:𝑇)

= ∏ 𝑝𝜃(𝑧𝑡|𝑑̃𝑡)𝑝𝜃(𝑥𝑡|𝑧𝑡)

𝑇

𝑡=1

 

به منظور آموزش پارامترهای مدل مشابه حالتي که برای فضای حالت  

 نويسيم: غيرخطي ديديم، کران پايين مشاهدات را به صورت زير مي

 

(21) 

log 𝑝𝜃(𝑥1:𝑇|𝑢1:𝑇 , 𝑑0)

≥ 𝐸𝑞 (log
𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇|𝑢1:𝑇 , 𝑑0)

𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇 , 𝑑0)
)

= 𝐹(𝜃, 𝜙)  
که در آن توزيع تغييراتي، بر اساس ساختار واقعي توزيع احتمال موخر  

 قابل تجزيه است:   (22رابطه )به صورت 

 (22 ) 
𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇) = ∏ 𝑞𝜙(𝑧𝑡|𝑥𝑡 , 𝑑̃𝑡)

𝑇

𝑡=1

 

 با اين تعريف کران پايين مشاهدات به صورت زير خواهد بود: 

 

(23) 

𝐹(𝜃, 𝜙)

= ∑ 𝐸𝑞𝜙
[log 𝑝𝜃(𝑥𝑡|𝑧𝑡)]

𝑇

𝑡=1

− 𝐷𝑘𝑙 (𝑞𝜙(𝑧𝑡|𝑥𝑡 , 𝑑̃𝑡)|𝑝𝜃(𝑧𝑡|𝑑̃𝑡)) 

تابع هزينه مناسب برای آموزش اين مدل، مشخصا شباهت نزديک با  

به   نتيجتا  که  دارد  تغييراتي  رمزنگار  خود  آموزش  مكانيزم  و  هزينه  تابع 

بهينه قابل  نزولي  گراديان  الگوريتم  از  استفاده  با  و  است.  سادگي  سازی 

ترم  اين  تمامي  در  موجود  شرطي  توزيع  گوسي    مدل های  توزيع  يک  از 

 شود. کند که پارامترهای آن توسط يک شبكه عصبي تعيين ميپيروی مي

است که خروجي         اين  در  داده شده  توسعه  مدل  ايراد  بزرگترين 

های ورودی است. در حالي که  مدل تنها تابعي از بخش تصادفي ويژگي

مي را  زماني  سيگنال  کرد. هر  تجزيه  قطعي  و  تصادفي  مولفه  دو  به  توان 

های قطعي به خروجي  بنابراين لزم است که يک ارتباط مستقيم از ويژگي

عصبي   شبكه  طريق  اين  از  شده  پيدا  ساختار  باشد.  داشته  وجود  مدل 

 گيرد.  شود که در ادامه مورد بررسي قرار ميناميده مي 1بازگشتي تغييراتي 

 شبکه عصبی بازگشتی تغییراتی -3-2

شبكه عصبي بازگشتي    -يكي از ايرادات ساختار خودرمزنگار تغييراتي

تصادفي است حال آنكه خروجي  های  توليد خروجي تنها بر اساس ويژگي

. بنابراين لزم است تا  [55و ]  [17پذيرد ]های قطعي نيز تاثير مياز ويژگي

نيز لحاظ شود.    3- 1هر دو مورد ذکر شده در ساختار بررسي شده در بخش  

شبكه عصبي    –تغييرات اعمال شده بر روی ساختار خودرمزنگار تغييراتي  

نام شبكه عصبي بازگشتي  بازگشتي منجر به تولد يک مدل فضای حالت به

های مولد و بازشناسايي آن مطابق شكل  که شبكه  [  72]   شودتغييراتي مي

   .  خواهد بود 10

 
1 Variational RNN 

 

های مولد و بازشناسايي مدل عصبي بازگشتي تغييراتي  شبكه –  10شكل 

[17] 

- 2های قطعي محاسبه شده توسط شكل  مطابق با اين ساختار، ويژگي

های  های تصادفي نيز بوده و خروجي نيز بر اساس ويژگيويژگيتابعي از    8

[ به منظور شناسايي  18شود. از اين ساختار در ]تصادفي و قطعي ساخته مي

 های غيرخطي استفاده شده است.  سيستم

 روابط مربوط به شبكه مولد به صورت زير خواهد بود:

(24) 𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇 , 𝑑1:𝑇|𝑢1:𝑇)

= ∏ 𝑝𝜃(𝑥𝑡|𝑧𝑡 , 𝑑𝑡)𝑝𝜃(𝑑𝑡|𝑧𝑡−1, 𝑑𝑡−1, 𝑢𝑡)𝑝𝜃(𝑧𝑡|𝑑𝑡)

𝑇

𝑡=1

 

آن   در  ,𝑝𝜃(𝑑𝑡|𝑑𝑡−1که  𝑧𝑡−1 𝑢𝑡) = 𝛿(𝑑𝑡 − 𝑑̃𝑡), 𝑑̃𝑡 =

𝑓𝜃(𝑑𝑡−1, 𝑧𝑡−1, 𝑢𝑡)  اين شائبه ايجاد شود که   است خواهد بود. ممكن

وابسته است ديگر    𝑧𝑡−1چون متغيرهای حالت شبكه عصبي بازگشتي به  

دهد و دارای عدم قطعيت نيست.  ماهيت قطعي بودن خود را از دست مي

ای که به لحاظ زماني  𝑧𝑡−1اما اين مطلب درست نيست زيرا وابستگي به  

گيری  رخ داده است به صورت قطعي است که از گام پيشين زماني نمونه

 شده است. با توجه به خاصيت غربالي تابع ضربه خواهيم داشت: 

 

 (25 ) 

𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇 , 𝑑1:𝑇|𝑢1:𝑇)

= ∏ 𝑝𝜃(𝑥𝑡|𝑧𝑡 , 𝑑̃𝑡)𝑝𝜃(𝑧𝑡|𝑑̃𝑡)

𝑇

𝑡=1

 

پايين   کران  قبل،  حالت  مشابه  مدل  پارامترهای  آموزش  منظور  به 

 نويسيم:مشاهدات را به صورت زير مي

log 𝑝𝜃(𝑥1:𝑇|𝑢1:𝑇 , 𝑑0)

≥ 𝐸𝑞 (log
𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇|𝑢1:𝑇 , 𝑑0)

𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇 , 𝑑0)
)

= 𝐹(𝜃, 𝜙)  

که در آن توزيع تغييراتي، مطابق آنچه که در بخش مربوط به مدل  

متغيرهای پنهان گفته شود بر اساس ساختار واقعي توزيع احتمال موخر به  

 صورت زير قابل تجزيه است: 

(26) 𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇)

= ∏ 𝑞𝜙(𝑧𝑡|𝑥𝑡 , 𝑑̃𝑡)

𝑇

𝑡=1

 

 با اين تعريف کران پايين مشاهدات به صورت زير خواهد بود: 
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(27) 𝐹(𝜃, 𝜙)

= ∑ 𝐸𝑞𝜙
[log 𝑝𝜃(𝑥𝑡|𝑧𝑡 , 𝑑𝑡)]

𝑇

𝑡=1

− 𝐷𝑘𝑙 (𝑞𝜙(𝑧𝑡|𝑥𝑡 , 𝑑̃𝑡)|𝑝𝜃(𝑧𝑡|𝑑̃𝑡)) 

تابع هزينه مناسب برای آموزش اين مدل، مشخصا شباهت نزديک با  

به  تابع   نتيجتا  که  دارد  تغييراتي  رمزنگار  خود  آموزش  مكانيزم  و  هزينه 

بهينه قابل  نزولي  گراديان  الگوريتم  از  استفاده  با  و  است.  سادگي  سازی 

-تفاوت تابع هزينه اين ساختار با ساختار قبل، وابستگي خروجي به ويژگي

های تصادفي استخراج شده است که برای ساخت متغيرهای حالت شبكه  

عصبي بازگشتي نيز لزم است تا متغيرهای تصادفي مقداردهي اوليه داشته  

ترم  از يک توزيع  باشند. تمامي  معادله  اين  های توزيع شرطي موجود در 

تعيين  گوسي پيروی مي پارامترهای آن توسط يک شبكه عصبي  کند که 

قادر به فراگرفتن  ايراد اساسي در  اين ساختار، اين است که مدل   شود.مي

  برای حل اين مشكل .  های مدلسازی به صورت کامل نيستقطعيت  عدم

تصادفي  بازگشتي  عصبي  شبكه  نام  به  جديدی  که    1ساختار  شد  پيشنهاد 

مي مدل  را  اول  مرتبه  مارکوف  مدل  تصادفي يک  ]متغيرهای  [..  73کنند 

[ معرفي  74در ]   2مدل مشابه ديگری نيز با عنوان شبكه تصادفي بازگشتي 

که   است  ويژگيشده  اغنای  منظور  در يک شبكه  به  استخراج شده  های 

 عصبي بازگشتي به کارگرفته شده است.  

 شبکه عصبی بازگشتی تصادفی  -3-3

به منظور ايجاد يكنواختي واريانس بين متغيرهای تصادفي تعريف شده  

های تصادفي  در ساختارهای ارائه شده نياز به وجود ارتباط بين اين ويژگي

تصادفي استخراج شده    . در ارتباط غيرمستقيم هر ويژگي[55]  داردوجود  

گذارد در حالي که در ارتباط  قطعي در گام بعدی اثر مي  بر روی ويژگي

ويژگي تصادفي    مستقيم، هر ويژگي بر روی  به صورت مستقيم  تصادفي 

ساختار شبكه عصبي بازگشتي     11[. شكل  73بعد از خود اثرگذار است ]

 تصادفي را به نمايش کشيده است. 

 

های مولد و بازشناسايي ساختار عصبي بازگشتي تصادفي  شبكه –  11شكل 

[17] 

 روابط مربوط به شبكه مولد برای اين ساختار به قرار زير است: 

 
1 Stochastic RNN  

(28 ) 𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇 , 𝑑1:𝑇|𝑢1:𝑇)

= ∏ 𝑝𝜃(𝑥𝑡|𝑧𝑡 , 𝑑𝑡)𝑝𝜃(𝑑𝑡|𝑑𝑡−1, 𝑢𝑡)𝑝𝜃(𝑧𝑡|𝑑𝑡 , 𝑧𝑡−1)

𝑇

𝑡=1

 

آن   در  ,𝑝𝜃(𝑑𝑡|𝑑𝑡−1که  𝑢𝑡) = 𝛿(𝑑𝑡 − 𝑑̃𝑡), 𝑑̃𝑡 =

𝑓𝜃(𝑑𝑡−1, 𝑢𝑡)    است که با توجه به خاصيت غربالي تابع ضربه خواهيم

 داشت:

 

(29) 

𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇|𝑢1:𝑇)

= ∏ 𝑝𝜃(𝑧𝑡|𝑧𝑡−1, 𝑑̃𝑡)𝑝𝜃(𝑥𝑡|𝑧𝑡 , 𝑑̃𝑡)

𝑇

𝑡=1

 

کران   قبل،  حالت  مشابه  مدل  پارامترهای  آموزش  منظور  پايين  به 

 نويسيم:مشاهدات را به صورت زير مي

رابطه  

(30) 

log 𝑝𝜃(𝑥1:𝑇|𝑢1:𝑇 , 𝑑0)

≥ 𝐸𝑞 (log
𝑝𝜃(𝑥1:𝑇 , 𝑧1:𝑇|𝑢1:𝑇 , 𝑑0)

𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇 , 𝑑0)
)

= 𝐹(𝜃, 𝜙)  
تغييراتي مناسب         به منظور آموزش شبكه نياز است تا يک توزيع 

مانند بخش  که  از  انتخاب شود  قبلي  به  های  موخر  احتمال  توزيع  ساختار 

کنيم. نكته مهم درباره اين ساختار اين است که  صورت مستقيم استفاده مي

های  چون وابستگي بين متغيرهای تصادفي وجود دارد، به منظور توليد نمونه

های زماني آينده خواهيم بود. به بيان رياضي  تصادفي نيازمند پردازش گام

 خواهيم داشت: 

 

(31) 

𝑝𝜃(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇 , 𝑑0)

= ∏ 𝑝𝜃(𝑧𝑡|𝑧𝑡−1, 𝑑𝑡:𝑇)

𝑇

𝑡=1

 

در نتيجه توزيع تغييراتي نيز دارای ساختار مشابه به صورت زير خواهد  

 بود: 

 

(32) 

𝑞𝜙(𝑧1:𝑇|𝑥1:𝑇 , 𝑢1:𝑇 , 𝑑0)

= ∏ 𝑞𝜙(𝑧𝑡|𝑧𝑡−1, 𝑑̃𝑡:𝑇)

𝑇

𝑡=1

 

وابستگي  های فضای حالت غيرخطي برای حل مشكل  که همانند مدل 

به آينده از روش هموارساز کالمن عميق بايد استفاده کرد. با اين تعريف 

 کران پايين مشاهدات مطابق رابطه زير خواهد بود: 

(33) 𝐹(𝜃, 𝜙)

= ∑ 𝐸𝑞𝜙
[log 𝑝𝜃(𝑥𝑡|𝑧𝑡 , 𝑑̃𝑡)]

𝑇

𝑡=1

− 𝐷𝑘𝑙 (𝑞𝜙(𝑧𝑡|𝑧𝑡−1, 𝑑̃𝑡:𝑇)|𝑝𝜃(𝑧𝑡|𝑧𝑡−1, 𝑑̃𝑡)) 
موجود در اين معادله از يک توزيع  های توزيع شرطي  که تمامي ترم 

تعيين  گوسي پيروی مي پارامترهای آن توسط يک شبكه عصبي  کند که 

که  مي دارد  وجود  مشابه  نامي  با  راستا  همين  در  ديگری  ساختار  شود. 

عملكرد متفاوتي دارد. بر اساس اين ساختار يک مكانيزم پنهان وجود دارد  

2 Stochastic recurrent network  
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کند. اين ساختار  دنباله ورودی کمک مي  معين که اين مكانيزم به نگاشت  

[  74شبكه تصادفي بازگشتي ناميده شده است که جزئيات مربوط به آن در ] 

-آورده شده است. در مقايسه با مدل ارائه شده، بدليل وابستگي بين ويژگي

های قطعي  های تصادفي در همان گام زماني، ويژگيهای قطعي و ويژگي

و   ندارند  قطعي  ماهيت  فرآيند  ديگر  هستند.  احتمال  توزيع  يک  دارای 

آموزش در اين ساختار همانند آنچه که در ساختارهای قبلي ارائه شده است  

 کند.  قابل استفاده مي 1از روش گراديان نزولي تغييراتي بيز 

های  های زماني داده در تمام ساختارهای ارائه شده ابتدا مدل ويژگي

گيرد سپس با استفاده از يک ساختار مشابه خودرمزنگار  ورودی را فرا مي

يک   پايين   بازنماييتغييراتي  داده  2بعد  توزيع  از  کردن  مدل  برای  را  ها 

مي محاسبه  که احتمال  دارد  وجود  نيز  ساختار  اين  عكس  رويكرد  کند. 

 در اين ساختار،شود.  های ويديويي به کار گرفته ميعمدتا برای تحليل داده 

ها محاسبه کند و  کند ابتدا يک نگاشت در ابعاد پايين از دادهمدل سعي مي

  3سپس اطلاعات زماني را فرا بگيرد که با نام خودرمزنگار تغييراتي کالمن 

. اين ساختار به منظور تشخيص و رديابي اشياء موجود  [75]   شودشناخته مي

استفاده    5پيچشي ارائه شده است، از يک خودرمزنگار تغييراتي    4در ويديو

تا هر فريم تصوير به يک فضای با بعد پايين نگاشت داده شود.    شده است

فضای حالت خطي گوسي  مدل  به يک  محاسبه شده  ويژگي   6سپس هر 

مي از  داده  بانک  يک  خطي  ترکيب  توسط  آن  پارامترهای  که  شود 

مي محاسبه  خطي  مدل  نگاشت  پارامترهای  حالت،  اين  در  چون  شود. 

های هر فريم ورودی و خروجي مشخص است، متغيرهای مخفي  ويژگي

فيلتر کالمن خطي تخمين زده مي شود )چون  موجود در اين مدل توسط 

مي محاسبه  تغييراتي  رمزنگار  خود  توسط  خروجي  و  کل  ورودی  شود(. 

بيز   تغييراتي  تصادفي  گراديان  روش  با  مشاهدات  پايين  کران  ساختار 

مي اين  بيند.  آموزش  تنها  موجود،  ساختارهای  ميان  حوزه  از  در  ساختار 

برای    دتوان مياست حال آنكه    های غيرخطي ورود نكردهشناسايي سيستم

سيستم چندورودیشناسايي  شود    7چندخروجي-های  گرفته  کار  .  به 

 [ آورده شده است.  75جزئيات مربوط به اين ساختار در ]

سازی  و شبیه  ساختار یافتهفضای حالت عمیق  -4

 ای مقایسه
][  55مطلبي که در ] بر اساس   بيان شده است، برای يک مدل  [  17و 

مولد دنباله نياز است تا عدم قطعيت به صورت ايستا مدل شود. به بيان بهتر،  

های زماني پيش از  سازی ليه مربوط به نگاشت تصادفي، از گامبايد مدل 

خود نيز اثر بپذيرد تا اطمينان از اينكه سطح مشخصي از عدم قطعيت در  

سازی لحاظ شده است حاصل گردد. اين موضوع دقيقا مطابق با مدل  مدل 

 
1 Stochastic Gradient Variational Bayes (SGVB) 
2 Low dimensional manifold  
3 Kalman Variational Auto-encoder (KVAE)  
4 Video object detection and tracking  

ا اين تفاوت که ساختار ساختار شبكه  [ است ب18در ]فضای حالت  ارائه شده  

را دستخوش تغيير کرده است. به  خودرمزنگار تغييراتي    –عصبي بازگشتي  

مارکوف مرتبه  پنهان دارای ساختار است و از يک فرآيند    بيان بهتر، ليه 

   کند. ، پيروی مي12 اول مطابق شكل

 
خودرمزنگار تغييراتي ساختار   – مدل شبكه عصبي بازگشتي  –  12شكل 

 يافته

، ارتباط بين متغيرهای پنهان  11در مقايسه با مدل ارائه شده در شكل  

است. دليل تغيير دادن اين ساختار، حفظ با رنگ سبز به ساختار اضافه شده  

اطلاعات مربوط به بخش نگاشت تصادفي است که در هر گام زماني بايد 

تری با فرم فضای حالت  پذيری بيشهمچنين اين ساختار تطبيق  لحاظ شود.

های کنترلي دارد که در آن، متغيرهای حالت در هر گام زماني تابعي  سيستم

های پيشين است که تحت تحريک عدم  معين از متغيرهای حالت در زمان

شوند قرار گرفته است. چون هر متغير حالت تحت تاثير  قطعيت گوسي جمع

عدم قطعيت است، اين اثر به صورت غيرخطي بايد به حالت بعدی منتقل  

برای  ود. دليل مطرح شده برای تغيير ساختار اين مدل را ميش توان عينا 

نكته بسيار مهم در تغيير ساختار به شكل  .کار بردعصبي تصادفي نيز به    شبكه

های  بيان شده اين است که فرآيند آموزش مدل نيازمند استنتاج درباره گام

زماني آينده نيز خواهد بود که اين ارتباط به دليل مرتبط بودن متغيرهای  

از هموار ساز کالمن عميق   اين مشكل  برای رفع  به يكديگر است.  پنهان 

   استفاده شده است. 

 سازی شبیه -4-1

شبيه از  نتايج حاصل  اين بخش  و  در  معرفي شده  ساختارهای  سازی 

ساختار تغيير يافته را با يكديگر مقايسه خواهيم کرد. برای اين منظور از سه 

سازی استفاده شده است که ابتدا در ادامه معرفي خواهند  سيستم برای شبيه

 شد.  

  8سیستم گوسی خطی  -1-1-4

[ معرفي شده است  33به عنوان اولين سيستم محک که در ]  (34)رابطه  

 گيرد.  مورد ارزيابي قرار مي

5 Convolutional VAE 
6 Linear Gaussian state space mode (LGSSM)  
7 Multivariate systems 
8 Linear Gaussian system  
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(34) 𝑥𝑘+1 = [
0.7 0.8
0 1

] 𝑥𝑘

+ [
−1
0.1

] 𝑢𝑘

+ 𝑤𝑘  
𝑦𝑘

= [1 0]𝑥𝑘

+ 𝑣𝑘                               
گيری هستند.  به ترتيب نويز فرآيند و نويز اندازه   𝑣𝑘و    𝑤𝑘که در آن،  

گيری، هر  های مربوط به اين سيستم، نويزهای فرآيند و اندازه سازیدر شبيه

مي پيروی  صفر  ميانگين  با  گوسي  توزيع  يک  از  نويز  دو  واريانس  کند. 

در نظر گرفته شده    0.5و واريانس نويز فرآيند برابر با    1گيری برابر با  اندازه 

از   1های آموزش و اعتبارسنجي است. به منظور شناسايي سيستم، برای داده

بازه  در  که  يكنواخت  به صورت  که  ورودی  توزيع    2.5تا    - 2.5ی  يک 

نمونه شده  از  مجموعه  دو  هر  است.  شده  استفاده  و  اند،  آموزش  های 

بار اجرا و اعمال عملگر ميانگين مورد استفاده قرار   50اعتبارسنجي، بعد از 

داده گرفته برای  ورودی  اند.  از  نيز  تست  𝑢𝑘های  = sin
2𝑘𝜋

10
+

sin
2𝑘𝜋

5
داده    2000داده آموزش و    6000استفاده شده است. در مجموعه    

 اعتبارسنجي و تست مورد استفاده قرار گرفته است.  

 2Li-Narendraسیستم محک   -2-1-4

معرفي شده است که    Narendraاين سيستم برای اولين بار توسط  

واقعي   دنيای  در  آن  فيزيكي  نمونه  و  است  فرضي  غيرخطي  سيستم  يک 

ساخته نشده است. اين سيستم به عنوان دومين سيستم محک برای ارزيابي  

[ به کار  33ها در ][ که در حوزه شناسايي سيستم33ساختار ارائه شده در ]

و   ديناميكي  معادلت  است.  گرفته  قرار  ارزيابي  مورد  است،  شده  گرفته 

 است.   (36)و  (35) خروجي اين سيستم مطابق رابطه 

 

 

(35) 

[
𝑥𝑘+1

1

𝑥𝑘+1
2 ] =

[

(
𝑥𝑘

1

1+(𝑥𝑘
1)

2) sin 𝑥𝑘
2

𝑥𝑘
2 cos 𝑥𝑘

2 + 𝑥𝑘
1 exp (−

(𝑥𝑘
1)

2
+(𝑥𝑘

2)
2

8
) +

𝑢𝑘
3

1+𝑢𝑘
2+0.5 cos(𝑥𝑘

1+𝑥𝑘
2)

 

]  

 

(36) 
𝑦𝑘 =

𝑥𝑘
1

1 + 0.5 sin 𝑥𝑘
2 +

𝑥𝑘
2

1 + 0.5 sin 𝑥𝑘
1 + 𝑒𝑘  

گيری است. لزم بذکر است که در نسخه  نويز اندازه   𝑒𝑘که در آن  

-گيری لحاظ نشده است و نويز اندازه اصلي اين سيستم محک نويز اندازه 

شبيه در  است.  اضافه شده  سيستم  به  پيچيدگي  افزايش  منظور  به  -گيری 

و واريانس    0گوسي با ميانگين  های اين بخش، اين نويز از يک توزيع  سازی

 کند.  پيروی مي 0.5

 3Hammerstein-Wiener سیستم محک -3-1-4

سومين سيستم محكي است که    Wiener-Hammersteinفرآيند 

به منظور نمايش کارآيي ساختارهای معرفي شده مورد بررسي قرار گرفته  

داده  فرآيند  است.  اين  به  مربوط  فرآينهای  نويز  دارای  توسط  که  است  د 

آوری شده است و در وبگاه مربوط  پژوهشگران دانشگاه آيندهوون جمع

   های محک غيرخطي منتشر شده است. سيستمبه 

 نتایج   -4-1-4

به شناسايي سيستم ای معيار معرفي شده  هدر اين بخش نتايج مربوط 

های صورت گرفته با استفاده  سازیدر بخش قبل ارائه خواهد شد. کليه شبيه

قاعده مونت کارلو به    4از  منظور  اين  برای  ازای هر  صورت گرفته است. 

نمونه استخراج شده است و خروجي    100ورودی، از خروجي کدکننده  

خروجي مدل را    13شكل  نمونه است.    100کدگشا ميانگين نگاشتي از اين  

 دهد. برای سيستم خطي گوسي نشان مي

 

 برای سيستم خطي گوسي  Structured VAE-RNNو  Structured STORNعملكرد ساختارهای  - 13شكل 

 

 
1 Validation  
2 Narendra-Li benchmark  

3 Wiener-Hammerstein benchmark  
4 Monte Carlo simulation  
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  80سازی برابر با  شبكه عصبي بازگشتي برای اين شبيهابعاد ليه پنهان 

در نظر گرفته شده است. همچنين از يک    10و ابعاد ليه تصادفي برابر با  

سازی استفاده شده است. طول دنباله ورودی نيز  ليه بازگشتي برای مدل 

و منفي لگاريتم تابع بيشينه    1لحاظ شده است. مقدار موثر خطا   60برابر با  

1  2شباهت 

𝑇
∑ − log 𝑝(𝑦𝑡|𝜇𝑑𝑒 , Σ𝑑𝑒)   نيز برای خودرمزنگار تغييراتي

برابر با    – ترتيب  يافته به  محاسبه شده    0.99و    1.04شبكه عصبي ساختار 

  0.94است که اين اعداد برای شبكه تصادفي بازگشتي ساختار يافته برابر با  

برای سيستم محک  خروجي مدل   14شكل    است.   0.93و   های ارائه شده 

Narendra-Li دهد. را نشان مي 

 

 Narendra-Liبرای سيستم  Structured VAE-RNNو  Structured STORNعملكرد ساختارهای  -  14شكل 

 

مدل در اين حالت ساختاری مشابه با حالت قبل دارد و تنها تفاوت آن  

در نظر گرفته شده    50طول دنباله ورودی است که برای اين سيستم برابر با 

ساختار   برای  شباهت  بيشينه  تابع  و  خطا  موثر  مقدار  همچنين  است. 

شبكه عصبي بازگشتي ساختار يافته به ترتيب برابر    –خودرمزنگار تغييراتي  

، و برای ساختار شبكه عصبي تصادفي ساختاريافته برابر با  0.92و    0.76با  

محاسبه شده است. به عبارتي برای اين سيستم عملكرد مدل    0.96و    1.01

است.    -خودرمزنگارتغييراتي بهتر  يافته  ساختار  بازگشتي  عصبي  شبكه 

مدل  15شكل خروجي  سيستمنيز  برای  شده  ارائه  -Wiener  معيار   های 

Hammerstein دهد. برای اين حالت نيز از ساختار مشابه با  را نشان مي

اين سيستم  دو شبيه برای  اين تفاوت که  با  استفاده شده است  قبلي  سازی 

در نظر گرفته شد. مقدار موثر خطا و تابع    150طول دنباله ورودی برابر با  

شبكه عصبي بازگشتي    –بيشينه شباهت برای ساختار خودرمزنگار تغييراتي  

با   برابر  ترتيب  به  يافته  برای ساختار شبكه عصبي    0.91و    0.63ساختار  و 

 محاسبه شده است.   0.92و  0.74بازگشتي تصادفي ساختار يافته برابر با 

 

 Wiener-Hammersteinبرای سيستم  Structured VAE-RNNو  Structured STORNعملكرد ساختارهای  -  15شكل 

 

 
1 RMS  2 Negative log-likelihood  
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جدول   در  شده  حاصل  نتايج  به    1خلاصه  مرتبط  نتايج  است.  آمده 

شبكه عصبي بازگشتي، شبكه عصبي    – ساختارهای خودرمزنگار تغييراتي  

[ آورده  33بازگشتي تصادفي و شبكه عصبي بازگشتي تغييراتي از مرجع ]

 شده است.  

 خلاصه نتايج حاصل شده برای دو ساختار ارائه شده در مقايسه با ساختارهای موجود - 1 -  4جدول 

 مدل (RMS)مقدار موثر خطا   (NLL)منفي لگاريتم تابع شباهت 

Wiener-
Hammerstein 

Narendra-
Li 

Toy-
LGSSM 

Wiener-
Hammerstein 

Narendra-
Li 

Toy-

LGSSM 

1.33 1.31 1.82 0.86 0.89 1.48 VRNN  

[33] 

1.29 1.34 1.95 0.74 0.84 1.56 VAE-

RNN [33 ]  

1.01 1.20 1.79 0.74 0.64 1.43 STORN 

[33] 

0.91 0.91 0.93 0.63 0.76 1.04 S-VAE-

RNN 

0.92 0.92 0.92 0.74 1.01 0.94 S-

STORN 

 

سازی انتخاب شده است  [ برای شبيه33ساختارهايي که در پژوهش ]

استفاده کرده است حال آنكه برای ساختارهای ارائه   1از جستجوی مشبک 

دو   بتوانيم  تا  گرفتيم  نظر  در  ثابت  را  شبكه  ساختار  بخش،  اين  در  شده 

سيستم   برای  همچنين  کنيم.  مقايسه  هم  با  را  -Wienerساختار 

Hammerstein  [ مرجع  بازگشتي  33در  از يک شبكه عصبي  ليه    3[ 

استفاده شده است که به منظور مقايسه ساختارها، در اين پژوهش از يک  

  1ليه بازگشتي استفاده شده است. بهمين دليل نتايج ارائه شده در جدول  

 [ متفاوت است.  33با نتايج ارائه شده در ] 

 گیری  نتیجه -5
شباهت   سيستمبدليل  شناسايي  در  که  مدل فرآيندی  با  در  ها  سازی 

هايي که در  توان از ساختارها و الگوريتم حوزه يادگيری ماشين دارد، مي

يافته توسعه  ماشين  يادگيری  سيستمحوزه  شناسايي  هدف  برای  های  اند، 

انتقال ابزار از حوزه يادگيری ماشين به حوزه  غيرخطي استفاده کرد.   اين 

-سازی را توسعه ميها، نه تنها ابزارهای موجود برای مدل شناسايي سيستم

در    تواند از ابزارهای موجود بهتر عمل کند. دهد بلكه در برخي موارد مي

مروری، ضمن معرفي ابزارها و بررسي مطالعات پژوهشي صورت  اين مقاله  

های متغير پنهان به عنوان ابزاری با ظرفيت بال، به  گرفته در اين راستا، مدل 

های غيرخطي معرفي شد.  سازی و شناسايي فضای حالت سيستممنظور مدل 

مدل مدل  خانواده  از  پنهان  متغير  هستند  های  مولد  نگاشت  های  يک  که 

ها  کند که تغييرات موجود در داده مي  حاسبه مهای ورودی  تصادفي از داده 

نگاشت خلاف  بر  ميرا،  لحاظ  معين،  اعمال  کند.  های  با  پايان  تغيير  در 

مدل  ساختار  در  تطبيقجزئي  منظور  به  پنهان  متغير  بيشهای  با  پذيری  تر 

سيستم  در  حالت  متغير  پنهان  مفهوم  متغير  يافته  ساختار  مدل  کنترل،  های 

 
1 Grid search  

-وری اين مدل دهد که بهره سازی نشان ميمعرفي شد. نتايج حاصل از شبيه

ها را داراست، در  های سنتي حوزه شناسايي سيستمها قابليت مقايسه با مدل

   برخي موارد نتايج بهتر و در برخي موارد نتايج نزديک گزارش شده است.
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