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 پيشرفت  مستلزم   صنعت،  در  پيچيدگي  اين.  هستيم  هاسيستم  روزافزون  شدن  ترپيچيده   شاهد  فناوری، و  صنعت پيشرفت  با  امروزه :  چکیده 

. است کرده  برابر چندين را هوشمند  و پيشرفته هایکننده کنترل  يا کنترل  هایسيستم به  نيازمندی که  است بوده  نيز ها کننده کنترل  برای موازی

 دو  اين گفتن نظر در با. است سيستم سازیمدل  تردقيق بيان به يا سيستم دقيق شناخت کنترلي، سيستم هر  طراحي در معيارها ترينمهم از يكي

  سازیمدل   در  هاآن  کاربرد  و  کلاسيک   تئوری   ديدگاه   از  عصبي  های شبكه  خاص   طور  به  و  هوشمند   های سيستم  بررسي   به  مقاله  اين  در  چالش،

  جمعي )  آن  مدل  انواع  و شده   معرفي   نرون  يعني   عصبي  هایشبكه  اصلي  عنصر  ابتدا  راستا،  اين  در.  شودمي  پرداخته  پيچيده  هایسيستم  کنترل  و

  پايه   شعاعي  عصبي  هایشبكه  ،(MLP)  چندلايه   پرسپترون  عصبي  های شبكه  قبيل  از  عصبي   هایشبكه  انواع  سپس.  گرددمي  ارائه(  شعاعي  و

(RBF  )بازگشتي  عصبي  هایشبكه  و  (RNN  )های شبكه  اين  پنهان  هایلايه  هاینرون  مناسب  تعداد  و  هالايه  تعداد  مورد  در  و  گردندمي   تشريح  

  و  مفاهيم   بين  پلي  که   شودمي  سعي  ادامه  در .  شودمي  بحث   غيرخطي   توابع   تقريب  جهت  خصوصبه  و  مختلف   کاربردهای  برای  عصبي

 داده   نشان.  داد  قرار  موردبررسي  را   هاآن  کلاسيک   تئوری   ديدگاه   از   و   زد  کلاسيک  دنيای   و(  هوشمند  دنيای )  عصبي  های شبكه  اصطلاحات 

  پارامترهای   عنوانبه  را  آن  هایباياس  و  هاوزن  و  مدل   ساختار  يک  عنوانبه  توانمي  را  عصبي  شبكه  يک  کلاسيک،  تئوری  ديدگاه   از  که  شودمي

(  هاباياس  و  هاوزن)  شبكه  مجهول   پارامترهای  تعيين  برای  يادگيری  های الگوريتم  از  عصبي،  های شبكه  در.  گرفت  نظر   در  ساختار   اين  مجهول 

  سازیبهينه  با  ارتباط  در  خاص  طوربه  و  کلاسيک  تئوری  ديدگاه   از  عصبي  هایشبكه  يادگيری  هایالگوريتم  راستا،  اين  در.  شودمي  استفاده 

  و  شد   خواهد  زده   عددی   سازی بهينه  های روش  و   يادگيری  هایالگوريتم  ميان  ارتباطي   پل  يک   و   گيرندمي  قرار  بررسي   و  موردمطالعه  عددی

  کاربردهای   از   مورد   دو  به   نيز  پايان  در .  شوندمي  معرفي  هاآن  معايب  و   مزايا  همراه   به  عصبي   هایشبكه  يادگيری  هایالگوريتم  ترينمهم  ادامه  در

 کارايي   تا  گرددمي  ارائه  مختلفي  هایمثال   مذکور،  کاربردهای  از  يک  هر  برای   و  شودمي  پرداخته  کنترل،  و  سازی مدل   عصبي،   هایشبكه  مهم

 .شود مشاهده  وضوح به  عصبي هایشبكه

 . کنترل  و شناسايي -  کلاسيک تئوری  –  عصبي هایشبكه  و  هوشمند های سيستمکلمات کلیدی: 

An overview of intelligent systems (neural networks) from the 

perspective of classical theory and their application in modeling 

and control of complex systems 

Mohammad Lotfi, Mohammad Bagher Menhaj 

Abstract: In recent years, with the advancement of industry and technology, we see that systems 

are becoming more and more complex. This complexity in the industry has required a parallel 

progress in control systems (controllers), which has multiplied the need for advanced and intelligen 
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t controllers. One of the most important criteria in the design of any control system is the accurate 

knowledge of the system or, more precisely, the modeling of the system. Considering these two 

challenges, this paper examines intelligent systems and specifically neural networks from the 

perspective of classical theory and their application in modeling and control of complex systems. At 

first, the basic element of neural networks, i.e. neuron, is introduced and its types of models (collective 

and radial) are also presented. Then the types of neural networks such as multilayer perceptron neural 

networks (MLP-NN), radial basis neural networks (RBF-NN) and recurrent neural networks (RNN) 

are described and the appropriate number of layers and also the appropriate number of neurons in the 

hidden layers in neural networks for different applications and especially for the approximation of 

nonlinear functions (modeling) are discussed. Then, it is tried to build a bridge between the concepts 

of neural networks (intelligent world) and the concepts of classical world and analyze neural networks 

from the perspective of classical theory. It is shown that from the point of view of classical theory, a 

neural network can be considered as a model structure and its weights and biases as unknown 

parameters of this structure. In neural networks, learning algorithms are used to determine the 

unknown parameters of the network (weights and biases). Therefore, learning algorithms of neural 

networks are studied from the point of view of classical theory and specifically in relation to 

numerical optimization and a bridge will be built between learning algorithms and numerical 

optimization methods. Also, the most important neural network learning algorithms are introduced 

along with their advantages and disadvantages. In the end, two important applications of neural 

networks, modeling and control, are discussed and for each of these applications, several illustrative 

examples are presented and simulated to show the effectiveness of neural networks. 

 

Keywords: Intelligent systems and neural networks, Classical theory, Identification and control. 

 مقدمه -1

  مهندسي   از  هوشمندانه  استفاده   برای  توانمي   را  متعددی  مزايای  امروزه 

  يا  زندگي  کيفيت  افزايش  به  توانمي  هاآن  ترينمهم  از  که  برشمرد  کنترل 

  ايمني،  افزايش  آلودگي،   کاهش  زائد،  مواد   کاهش  توليدی،  محصول

  مشاهده  توانمي  وضوحبه  همچنين،.  نمود  اشاره ...    و  انرژی  مصرف  کاهش

  های جنبه از "2  کنترل "  و "1 بازخورد يا فيدبک"  قبيل  از مفاهيمي که کرد

  باور .  هستند  برخوردار  مهمي  بسيار  نقش  از  تكنولوژی،  –  اجتماعي  متعدد

  علمي   ماهيت   دارای   کهآن  از  بيشتر  کنترل  مفهوم  که   است  اين   بر  عموم 

  مفهوم   اين  بتوان  اينكه   برای   ليكن  است،  ارتباط   در  مهندسي  مقوله   با   باشد،

  زمينه   اين  در   تریقوی  تئوری   برد،  کار  به  ترچالشي  هایپروژه   موفقيت  با  را

  طول   در  دانشگاهي،   و   علمي   محافل   در  تئوری   توجه  همين  و  است   موردنياز

  عمل   و  تئوری  شكاف  خصوص  در  ایگسترده   مباحث  به  متمادی  ساليان

  مجله"  هایشماره   از   يكي  در  توانمي  را  آن  اوج   نقطه .  ]7-1[  است   انجاميده 

 .  نمود مشاهده ]8[( 1999 ،6شماره   ،19 جلد ) "IEEE کنترل  هایسيستم

  انجام   رياضي  مدل   بر  تكيه  با  کارها  بيشتر  مهندسي،  علوم  تمام  در

  آنچه  تحليل  و  شناخت  برای  علوم،  و  هارشته  تمام  در  کهطوریبه  شود؛مي

  ابزار  عنوان به  کامپيوتر  از   استفاده   به   نياز   افتد،مي  اتفاق   واقعيت  در

.  دارد  وجود  آن  وتحليلتجزيه  و   سيستم  رفتار  سازیشبيه  برای  قدرتمندی

  رفتار   که  است   معادله  مجموعه  يک  تعريف  طبق   سيستم  يک  رياضي   مدل 

 يک  برای   مدل  تعيين .  کندمي  توصيف  خوبي،   به  حداقل   يا  دقيقاً،   را   سيستم

 
1. Feedback 

  خاطر   به   سازی مدل   علم  که   است  دليلي  آن  خواص   مطالعه  و   فيزيكي  سيستم

  مانند   طبيعي   علوم   در  تنها  نه   رياضي  سازیمدل .  است  آمده   وجود   به  آن

  مهندسي   علوم  و  هواشناسي  شناسي،زيست  اخترشناسي،  شيمي،  فيزيک،

  مانند  اجتماعي  علوم  در  بلكه   دارد،  کاربرد...    و   کنترل   رايانه،   علوم  مانند

.  دارد  ای گسترده   کاربرد  نيز   شناسيجامعه  و   شناسي روان  اقتصاد،   علم

  و   کرده   تحليل  را  سيستم  يک  تا  کندمي  کمک  پژوهشگران  به  سازیمدل 

  فيزيكي  سيستم  يک  سازیمدل   اصلي  محور.  کنند  بينيپيش  را  آن  رفتار

  آزمايش  يک  نتايج   از  استفاده  سيستم،   بر   حاکم  فيزيكي   قوانين   تواند مي

  های روش  به  ترتيب  به  که  باشد  دو  هر  از  ترکيبي   يا  و  فيزيكي  سيستم  روی

  جعبه)  ترکيبي  و(  سياه   جعبه)  آزمايشي  ،(سفيد  جعبه )  تحليلي   سازیمدل 

  استفاده  عملاً   سيستم   يک   دقيق  توصيف   برای.  هستند  معروف(  خاکستری

 يک  ساختن   هميشه   ولي   است،  عرفي   و   معمول   کار  دقيق   رياضي  روابط   از

  است  ممكن. نيست مقدور  رياضي روابط کمک به سيستم برای  دقيق  مدل 

  و  نباشند گيریاندازه  قبال  يا دسترس در سيستم يک پارامترهای از ایدسته

  اين  برای   لازم   دقت   ،(سنسورها)  گيری اندازه   های دستگاه   اينكه   يا

  فرآيند  لاينفک  بخش   تخمين،  رو  اين  از.  باشند  نداشته  را  گيری اندازه 

  کلي  عنواني  شناسايي)  است  سيستم  يک  شناسايي  يا  آزمايشي  سازیمدل 

  يک  رياضي   مدل   استخراج   برای  کنترل   مهندسان  که   است  دانشي  برای

 خروجي،   و  ورودی  هایداده   آزمايش،   يک  نتايج  از  استفاده   با  سيستم

  يک  توصيف  برای  رياضي  روابط  هميشه  اينكه   به  توجه  با(.  کنندمي  استفاده 

2. Control 
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 شناسايي   برای  غيرپارامتريک  هایروش  به   نياز  نيست،  پذيرامكان  سيستم

  هایروش  ترينمهم  از.  آيدمي  شمار  به  صنعت  در  افزاونيروز  نياز   ها،سيستم

  و  عصبي   های شبكه  هوشمند،   های الگوريتم  به   توان مي   غيرپارامتريک

  به  نسبت   مزايايي  و  معايب  ها روش  اين   از  کدام   هر.  کرد  اشاره   منطقي

  از  سرعت،  و  شناسايي  در  دقت.  دارند  هاسيستم  شناسايي  در  يكديگر

  عصبي   های شبكه.  شودمي  ديگری  بر  يكي  برتری   سبب   که   است  مواردی

  به  که  هستند  انسان  مغز  از  شده   گرفته   الگو  مدل   يک  واقع  در(  مصنوعي)

  موردتوجه  اند، داده   نشان  خود  از   تابع  تقريب  در  که  خوبي  خواص  خاطر

 .  اندگرفته قرار

  روزافزون   شدن   تر پيچيده   و  فناوری   و   صنعت   پيشرفت   طرفي،  از

  کرده  برابر  چندين  را  هوشمند   کنترل   های سيستم  به   نيازمندی   هاسيستم

  کسي  بر  امروزی  زندگي  و  صنعت  در  اتوماتيک  کنترل   بالای  اهميت.  است

  را  زيادی  منافع   اتوماسيون،  روزافزون  توسعه  اينكه   وجود  با.  نيست  پوشيده 

  فرايندهای   اتوماسيون  مشكل  همچنان  ولي  است  آورده   ارمغان  به  بشر  برای

  نشان  خود  از  غيرخطي  رفتار  صنعتي  فرآيندهای  بيشتر.  است  باقي  پيچيده،

 مهم چالش پوشي،چشم غيرقابل  تأخيرهای با فرآيندهای  کنترل  و دهندمي

  ها دشواری  اين  حل  برای  هوشمند  هایروش  از  استفاده   به  نياز.  است  ديگری

 ياد   آن  از  چهارم  صنعتي  انقلاب  قالب  در  که  است  اهميت  حائز  حدی  به

  بسيار  روز،به  ایزمينه  هوشمند  کنترل   هایسيستم  بنابراين،.  است  شده 

  پيچيده   فرايندهای  کنترل   در  کارآمد  ابزاری  و  طبيعت  از  گرفته  الهام  جالب،

 . ]7-5[ شودمي محسوب مدرن صنعت  نيازهای  راستای در و

  همچنين   و   کلاسيک   ديدگاه   از  کنترل  تئوری   بر   مروری  به   مقاله  اين  در

  کاربردهای   و(  عصبي  هایشبكه  از  استفاده   با)  هوشمند  کنترل   و  شناسايي

  اين .  است  شده   پرداخته  دارند،  صنعت   و  پيچيده   هایسيستم  در  که  وسيعي

  برای   تواندمي  که  است   اهميت  حائز  جهت  آن  از   بررسي  و   مطالعه

  قبلي  کارهای  از  راهنما   و  مرجع  يک  عنوانبه  محققان  آتي  هایپژوهش

 .بگيرد قرار  مورداستفاده  صنعتي کاربردهای برای  همچنين و  شده  انجام 

  پايه  مفاهيم  ،2  بخش  در  که  است  صورت   اين  به  مقاله  اين  ساختار

  شده   انجام   پيشين   کارهای   و   کلاسيک  هایکننده کنترل   انواع   کنترل،  تئوری 

  و  مقدمات   با  آشنايي  عنوان به  3  بخش   در .  است  شده  ارائه   زمينه  اين  در

  مدل  و مصنوعي هاینرون ابتدا مصنوعي،  عصبي هایشبكه از لازم مفاهيم

  معرفي  را  مصنوعي  عصبي  هایشبكه  سپس.  شد  خواهند  معرفي  هاآن

  نحوه   و  شودمي  تشكيل  مصنوعي  نرون  چندين  اتصال   از  که  کرد  خواهيم

  آشنايي  و  تشريح  از  پس.  گيرندمي  قرار  موردبررسي  هاشبكه  اين  آموزش

  استفاده  با  پيچيده   هایسيستم  سازیمدل   نحوه   به  4  بخش  در  مفاهيم،  اين  با

  از  استفاده  با   پيچيده  های سيستم  کنترل  به  5 بخش در  و   عصبي   های شبكه  از

  مطالب بندیجمع به  نيز  6 بخش در. شد خواهد پرداخته  عصبي هایشبكه

   . است شده  پرداخته
 

 کلاسیک دیدگاه از کنترل تئوری بر  مروری -2

 
1. Signal Conditioning 

 در   که  است  امروز  دنيای  اساسي  مفاهيم  از  يكي  فيدبک  و  کنترل 

  نويسنده  ديدگاه  از  که  کنترل   پرمعنای  واژه .  دارد  کاربرد  هاحوزه   از  بسياری

  در   شود،مي  تعريف  "اصلاح   –  مقايسه  –  مشاهده "  صورت   به  مقاله  دوم

  مالي،  کنترل   غذايي،  رژيم  کنترل .  است  شده   وارد  ما  زندگي  ابعاد  از  بسياری

  های مثال   ديگر  مورد  صدها  و  ربات،   کنترل   موتور،  کنترل   آفات،  کنترل 

  بدون  قدرت" :  گفت  توانمي  همچنين، .  هستند  کاربردها  اين  از  بارزی

  تكنولوژی   قبيل   از  ها زمينه  از   بسياری  در  جمله   اين .  "است   ارزش   فاقد   کنترل

  احساس  شخص  يک  وقتي  مثال،  عنوانبه.  است  صحيح   اجتماعي  مسائل  و

  مرحله )  پوشدمي  ترگرم  لباس  دارد،(  کردن  حس  مرحله)  سرما

 شرايط  و  تر گرم  را   خود  نتيجه  در  و (  کنترلي  اقدام   سپس   و   گيری تصميم

  فيدبک   از  مثالي  اين(.  هدف)  کندمي  فراهم  خود  بر  را  تریراحت

  در.  گيردمي  صورت   پيرامون  محيط  در  تغيير   علت  به   که  است   بيولوژيكي

  –   مشاهده"  حلقه   سيستم،  رفتار   اصلاح   منظور  به   نيز  صنعتي  هایسيستم

.  شودمي  گرفته   کار  به  مطلوب  رفتار   به  رسيدن   برای  "اصلاح  –  مقايسه

  که   دهد مي  نشان  را   فيدبک  با   کنترل   سيستم  يک  عمومي  ساختار  1شكل

  و   کننده کنترل   ،(فرآيند)  سيستم  هاینام  به  اصلي   بلوک   سه  از   متشكل

  با   کنترل   عمومي   ساختار   در  شكل،  اين  مطابق .  است(  گرحس)  سنسور

 در   و  مستقيم  مسير  در(  فرآيند)  سيستم  و  کنندهکنترل   هایبلوک  فيدبک،

.  دارند  قرار   1سيگنال  دهنده تطبيق  موارد  برخي  در  و  سنسورها  فيدبک،  مسير

  گسترده  صورت  به  هاسيستم  انواع  کنترل   در  معمولاً  عمومي،  ساختار  اين

 .گرددمي مشاهده 
 

 
 فيدبک  کنترل سيستم  يک  عمومي ساختار. 1شكل

 

  حائز   بسيار فيدبک  مفهوم  کنترل،  هایسيستم  در  که  باشيد  داشته  توجه

  سيستم  ندارد،  وجود  فيدبكي   مسير   که  کنيم   فرض   اگر .  است  اهميت 

  عبور   از   بعد و  شودمي  اندازی راه (  مرجع)  ورودی سيگنال   وسيله به  منحصراً

  اين.  شودمي  توليد  سيستم  خروجي  سيگنال   کننده،کنترل   بلوک  از  سيگنال

  داشته   توجه .  شودمي  ناميده  "باز  حلقه   کنترل   ساختار "  سيستم،   ساختار   نوع

  بود؛  خواهد  کارآمد  باز  حلقه  کنترل  استراتژی  آل،ايده   شرايط  در  باشيد

  که   است  مطالعه   تحت  سيستم  از  دقيق  مدلي   داشتن   به  منوط  امر  اين   ليكن

  قبيل  از  هاييقطعيتعدم  و  سازیمدل   خطای  وجود  دليل  به  عمل  در

  موفق   کنترل   برای  بنابراين.  نيست  پذيرامكان  سيستم  به  وارده   اغتشاشات

  " باز  حلقه   ساختار"  جای  به   بسته  "حلقه   سيستم"  ساختار   يک  از  بايستي

  هایسيستم"  عنوان  تحت  اغلب  بسته   حلقه   هایسيستم  از .  نمود  استفاده 

 . ]9 ،4  ،1[  شودمي ياد "فيدبک  با  کنترل 
 

 آن تاريخچه  و کلاسيک کنترل 2-1
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ساده  نمونهاحتمالاً  اولين  و  اتوماتيک  ترين  کنترل  سيستم  يک  های 

خودکار به ساعت آبي باستاني بندر اسكندريه در مصر يا قطب نمای قديمي  

در   ميساخته شده  باز  در چين  پيش  سال  هزار  دو  از  سيستم  بيش  گردد. 

 1ميلادی توسط جيمز وات   1788گاورنر کنترل موتور بخار که در سال  

گرديد   دامنه    ]10[اختراع  با  فيدبک  با  کنترل  سيستم  اولين  عنوان  به  نيز 

های کنترل  شود. تحقيقات نظری در زمينه سيستمکاربرد فراوان شناخته مي

پايداری سيستم با  با مطالعه مسائل  معادلات ديفرانسيل و  ها شامل بررسي 

در سال   4و هورويس   1874در سال    3، روث 1868در    2پيشگامي ماکسول 

وسيله    1895 به  ابتدا  کنترل  استراتژی  طراحي  مسائل  گرديد.  آغاز 

سال   در  گرديد    1922مينوراسكي  آن،   ]11[پيشنهاد  واسطه  به  که 

گير( برای  گير، مشتق)تناسبي، انتگرال   PIDکننده سه ترمي معروف  کنترل 

  PIDکننده  های عملي برای تنظيم کنترل نخستين بار فرموله شد. الگوريتم

ارائه گرديد که هنوز هم در    ]12[  1942در سال    6و نيكولز   5به وسيله زيگلر

اند. چارچوب  مسائل مربوط به مهندسي کنترل کاربرد خود را حفظ نموده 

توسط    1932های کنترل با فيدبک در سال  تحليل حوزه فرکانسي سيستم

و    1945در سال    8. اين روش به وسيله بود ]13[بنا نهاده شد    7نايكوئيست 

ها  . تحليل مكان هندسي ريشه]15-14[توسعه يافت    1947نيكولز در سال  

که مرحله مهم ديگری   ]16[پيشنهاد گرديد  1948در سال  9ايوانس  توسط

 های فيدبک و کنترل کلاسيک خطي بود.  در طراحي و تحليل سيستم

در سال    10توسط پونترايگين   نهيبهمعرفي روش اصل بيشينه در کنترل  

و    ]18[  1957در سال    11ي ديناميكي به وسيله بلمن سينو برنامه،  ]17[  1956

افق جديدی را    ]19[  1959در سال   12نمايش فضای حالت به وسيله کالمن 

عنوان   تحت  بعدها  که  گشود  کلاسيک  کنترل  سيستم  دنيای  سوی  به 

های مهمي که توسط کالمن  شناخته شد. از موفقيت  " تئوری کنترل مدرن"

مي خورد،  مربعي رقم  خطي  بهينه  رگولاتور  به  سال    (LQR)  13توان  در 

کننده بهينه گوسي  و کنترل   1960حالت بهينه در سال    14گر، رويت1959

اشاره نمود. در ادامه، دويل به اين واقعيت    ]21-20[  (LQG)  15خطي مربعي

حاشيه پايداری سيستم را کاهش دهد    LQGدست يافت که احتمال دارد  

انتقال حلقه  بيترتنيابهو   بهبود  تحقيق در مورد طراحي سيستم   ،(LTR)  

ترين مراجع و مقالات چاپ شده در  . همچنين، از مهم]22[آغاز گرديد  

توان به موارد زير اشاره نمود: کنترل بهينه کاربردی:  زمينه کنترل بهينه مي

کنترل بهينه:    ،[24]  تئوری کنترل بهينه  ،[23]سازی، تخمين و کنترل  بهينه

کاربردهامقدمه همراه  به  تئوری  بر  بهينه    ،[25]  ای  کنترل  و  پايدارسازی 

  ايجاد  ، [26]  اغتشاش   تضعيف  و   نامعين  مدل   با  غيرخطي   های¬سيستم

  مسائل   حل  برای  سريع  و  کند  زمان  مستقل  مقياس  در  موازی  های ¬الگوريتم

  استاندارد  غير  و  استاندارد  هایسيستم  در  خطي  بهينه  فيلترينگ  و  کنترل 

 
1. James Watt 

2. Maxwell 
3. Routh 

4. Hurwitz 
5. Ziegler 

6. Nichols 
7. Nyquist 

8. Bode 

کنترل  27...]و  تصادفي   گسسته،  و  پيوسته  تكين،  آشفته تئوری  ارتباط   ،]

بهينه   کنترل  تئوری  با  ميان  H-inf  [28و    H2هندسي  پلي  ايجاد   ،]

  مدرن   بهينه  کنترل   آنچه  و  تغييرات  حساب  از  استفاده   با  متداول   سازی¬بهينه

  از يبدون ن  نهيبه   نبي¬شيکنترل پ  يليارائه فرم تحل  ،[29]  شود¬مي  خوانده 

 یزري¬: برنامه نهي سه وجه کنترل به  ي[، معرف 30]  نيآنلا  سازی¬¬نه يبه به 

  ريمس  سازی¬نهيبه  یعدد  های¬روش   ن،ياگيپنتر  يابي¬اصل حداقل  ا،يپو 

منسجم مسئله کنترل و بحث    یبندبا فرمول   ، ياضير  نه زمي ¬شي[، ارائه پ31]

شرا به  مبنا  ي نگي به  زملا  طيراجع  پنتر  ی بر  حداکثر    انيب   ن،ياگياصل 

[،  32] يمربع ار يو مسائل مع یحداقل زمان، حداقل انرژ یکاربردها و تئور

  اني[، ب33]يطراح  ی هاکيو تكن  نه يبه  ن يتخم  یدر تئور  د يجد  ی هاشرفتيپ

ها و  و کنترل مقاوم به همراه مثال   نه ي کنترل به  ، يخط  های ¬ستميس  ميمفاه

،  PIDکنترل: کنترل    يمهندس  ي[، پوشش سه حوزه اصل 34مسائل ملموس ]

از مهندسان و    يگروه بزرگ  یبرا  نهي کنترل به  ي[، بررس35]   نهيمقاوم و به

کنترل    ياتي اضير  یاز تئور  ياتيکل  ان ي[، ب36]ستندين  دان ياض يدانشمندان که ر

ها  از آن  ي نوع مشخص  اي  ليفرانسيکه توسط معادلات د  ييهاپروسه  نهيبه

معادلا [،  37]  شوند¬يم  فتوصي   هستند  دار¬حافظه  ليفرانسيد  تکه 

به   يبررس برنامه  وسته ي پ  های¬ستم يس  نهيکنترل  گسسته،   ا، يپو   یزري¬و 

تطب   ،يليفرانسيد  یهایباز مطالب    يتيتقو   یريادگيو    نهيبه   يقيکنترل  و 

  ی ابعاد محدود و تئور  يرخطيغ  نه ي مسائل مهم کنترل به  ي[، بررس38]  گريد

روش 39]  یرپذي¬کنترل  پوشش  کنترل    یها-تميالگور  يطراح  های ¬[، 

  ،يو تصادف   يقطع  يكيناميد  های¬ستم ي( به شكل سنتز سنهيشبه به   اي)  نهيبه

ربات  هوافضا،  در  کاربرد  تكنولوژ  کيبا  بررس40]  کيسرومكان  یو    ي[، 

  یداريپا ن يتضم ت يبه قوام، قابل  ژهيکنترل خودکار، با توجه و های ¬روش

  سازی ¬نهي و به  ي نيمواجهه با نامع  شرفتهيپ  یا ه¬روش  ،يني در حضور نامع

کنترل،   بررس41و....]   LQR  ،H-infحلقه  به  ي[،  معادلات    نهيکنترل 

  های¬ستميس  ی برا  نهيبه  ن يو تخم  نهي کنترل به  ان ي[، ب42]   يتصادف   ليفرانسيد

غ  يخط به43]  يرخطيو  کنترل  مسئله  و    يقطع  های¬ستميس  ی برا  نهي [، 

 . [44ا گسسته ]ي وسته يبا پارامتر پ يتصادف 

های تصادفي يا به  ، کنترل بهينه سيستمنهي بههای کنترل  يک از شاخه

ترين مراجع و مقالات چاپ شده  اختصار کنترل بهينه تصادفي است. از مهم

مي تصادفي  بهينه  کنترل  زمينه  نمود:  در  اشاره  زير  موارد  به  کاربرد توان 

در    يکنترل تصادف  یکاربرد تئور  ي [، بررس45]  ي تصادف   نه ي کنترل به  ی تئور

د رفتار  تصادف   ريتأث  تحت  ها¬پروسه  يكيناميکنترل  [،  46]  ياغتشاشات 

  يکنترل تصادف  ،ياغتشاش قطع  ف يتضع   ي[، بررس47]   ي خط  ي کنترل تصادف 

اغتشاش    في [، حل مسئله تضع48]  ي رخطيغ  های ¬ستميس  يقيو کنترل تطب 

هنگاميرخطي)غ  يصادف ت س  دي با  کهي(  مونوتون    کيبا    ستميحل  تابع 

9 . Evans 

10. Pontryagin 

11. Bellman 
12. Kalman 

13. Linear Quadratic Regulator (LQR) 

14. Observer 

15. Linear Quadratic Gaussian (LQG) 
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  ي کنترل تصادف  یتئور اني[، ب49کراندار شود ] زينو  انسيکووار موميسوپر

تحل صورت  تصادف   ی پارامتر  سازی¬نهيبه  ل،ي به  کنترل  [،  50]  نه يبه   ي و 

مسائل کنترل    ي[، بررس33]  يدر مورد کنترل تصادف   ياتيمطرح کردن کل

مدل    ي نيکه نامع  یموارد  یبرا  ياحتمالات   اي  دي اک  ودي ق   ی دارا  ل مد   نيب-شيپ

-H  ي تصادف   يرخطيکنترل غ   ي[، بررس 51وجود دارد ]  ي و ضرب  ي تصادف 

inf/H2   [52بررس ، ] يتصادف   ليفرانسيمعادلات د  ،يتصادف  ی سازنهيبه   ي  

[،  53] ی  ولوژ ي و ب  ک يزيدر ف   يو مسائل تصادف  ي تصادف   ی رگي¬و انتگرال 

م  يبررس دوازدهم  قالاتمجموعه  در  شده  زمستان  نيارائه    يمدرسه 

کاربردها   يتصادف   های¬پروسه ]آن  یو  بررس54ها  از    ای¬دسته  ي[، 

برا  و   نگ يلتريف  ی هاروش   ی دارا  ي تصادف   های ¬ستميس  یکنترل 

مهندس  های ¬يدگ يچيپ و  روش55] يمتداول  پوشش    يطراح  های¬[، 

به  های ¬تميالگور به  اي)  نهيکنترل  س نهيشبه  سنتز  شكل  به    های ¬ستمي( 

تصادف   يقطع   يكيناميد ربات  ،يو  هوافضا،  در  کاربرد  تكنولوژ  کيبا    یو 

به کار    ي تصادف   یا ه¬پروسه  یهادسته  نيتر[، پوشش مهم40]   کيسرومكان

  طيو شرا یپارامتر  يي[، شناسا56مختلف ]   های¬ستميس  یسازرفته در مدل 

د  هياول  /یمرز معادلات  تصادف   يقطع  يجزئ  ليفرانسيدر  بررس  يو    يو  

به د  نه ي کنترل  به 57]  ي تصادف   ل يفرانسيمعادلات  کنترل  مسئله    ی برا  نه ي[، 

 . [44گسسته ]  اي وستهيبا پارامتر پ يو تصادف  ي قطع  های¬ستميس

ها  امكان را داده است تا قرن  نيو متعارف به بشر ا  ج يکنترل را  هينظر

کنترل    یهاکي خود را کنترل و خودکار کند. با گذشت زمان، تكن  طيمح

را که از   يکنترل یهاستميرا داده است که س ييتوانا نيمدرن به مهندسان ا

  شهيهم   نه يبه   لکنتر  ی هاتميحال، الگور  نيکنند. با ا  نه يبه   ييو کارا  نه ينظر هز

از اين رو،  لازم را ندارند.    ييکارا  ط يمح  ايکنترل    ستميس  رات ييدر برابر تغ

مقاوم  کنترل  عنوان  تحت  جديدی  حوزه    1شاخه  يک  که  گرديد  مطرح 

سيستم طراحي  در  جذاب  است.  بسيار  کنترل  مقاوم   هينظرهای    کنترل 

کنترل نسبت به    ستميس  کيعملكرد    راتييتغ  یريگاندازه   یبرا  یراهكار

  و کنترل آن است.  ستميس  یپارامترها رييتغ

  ی برا  يطراح  ی است که امكان کاوش در فضا  نيهدف کنترل مقاوم ا

تغ  رحساسيغ  یهانهيگز به  س  رات يينسبت  بتواند    ستميدر  و  شود  فراهم 

نتا  يكيها را حفظ کند.  و عملكرد آن   یداريپا ا  جياز  روش،    نيمطلوب 

س به  تغ   ييهاستميمربوط  وجود  صورت  در  که    یخطاها  اي  راتيياست 

عملكر  ستم،يس م  ی ديشد  د افت  نشان  کنترل    . دهنديرا  زمينه  در  تحقيق 

زامس به وسيله  مدرن  سال    2مقاوم  مسائل    ]58[آغاز گرديد    1981در  و 

بندی شدند.  فرمول   4در فضای هاردی   3ها کنترل بهينه برای کمينه کردن نرم

ارائه گرديد    1989حل فضای حالت چنين مسائلي به وسيله دويل در سال  

توان  ترين مراجع و مقالات چاپ شده در زمينه کنترل مقاوم مي. از مهم]9[

[، کنترل مقاوم  59مجموعه مقالات کنترل مقاوم ] به موارد زير اشاره نمود: 

  یدارسازي[، پا60با زمان ]  ريمتغ  ی پارامتر  يني با نامع  يرخطيغ  های ¬ستميس

به  کنترل  نامع  يرخطيغ  های¬ستميس  نه يو  مدل  تضع  نيبا  اغتشاش    ف يو 

 
1. Robust Control 

2. Zames 
3. Norm 

ف 61]   ي[، کنترل حالت لغزش26] ف  لتري[،  ف   H-inf  لتريکالمن مقاوم،    لتري و 

H-inf  روش33گسسته]   های¬ستميس  یبرا تئور  یها[،  مقاوم،    ی کنترل 

لغزش  H-infکنترل   حالت  کنترل  کنترل  34]   يخط  های¬ستمي س  يو   ،]

چند    دبکيف  سازی¬يقابل خط   يرخطيغ  های¬ستميس  یمقاوم برا  يقيتطب

تضم  نينامع  های¬ي رخطيغ  یدارا  ره يمتغ به  تع  ن يقادر  شده    ن ييعملكرد 

ارز62] به  يابي[،  قطع  یسازنهيو  عدم  [،  63]  یداريپا  هيحاش  اي  تيتحمل 

و    یپارامتر  يني نامع  ريتحت تأث  ها¬ستميمقاوم و عملكرد س  یداريپا  يبررس

  ن ينامع  های ¬ستم يمقاوم س  يقي[، کنترل تطب35]   یساختار  ر يغ  تيعدم قطع 

[،  64]  نينامع  يو اغتشاشات خارج  ی در حضور اشباع ورود  یتک ورود

  وستهيگسسته و پ  يخط  یها-ستميس  يو طراح  لياساس مسائل تحل  يبررس

با کنترل کلاسLMI  [65بر اساس   از    نبي ¬شي پ  کي[، مواجهه  استفاده  با 

تصادف   یهاروش ]  يبروز  مقاوم  کنترل  51و   ،]H2/H-inf   يتصادف  

بررس52]  يرخطيغ طراح  یداريپا  ل ي تحل  ی هاچالش  ي[،  مثل    يو  کنترل 

نامع  يرخطيغ ابعاد،  ق   ينيبودن،  رفتا  ودي و  بر  علاوه  از    يناش  راطلاعات 

و    ات ياضير  بررسي   ،[66]  ها ¬داده و ضربه  یبردارنمونه  ، سازی¬  زه يکوانت

  تال يج يمدل، مقاوم، د  ن بي¬شيپ نه، يبه   ، يرخطيغ  ،يکنترل خط  یکاربردها

تطب پ67]  ي قيو  موضوعات  به   شرفتهي[،  کنترل  و  خودکار  کنترل  و    نه يدر 

[ بررس41مقاوم  ف   يژگيو  ي [،  به اصل    دبکيمقاوم کنترل  با توجه  حالت 

 .  [68] گرتياز رو ييجدا

تطبيقي سيستمديگر    5کنترل  طراحي  در  جذاب  کنترل  حوزه  های 

همگان    است. موردقبول  که  مشخصي  کاملاً  تعريف  برهيچ  ی  اباشد 

موجود نيست. با توجه به اين موضوع که هميشه   های کنترل تطبيقيسيستم

منابع و   بهتر  تنظيم  بوده است که جهت کنترل نمودن و  اين  بشر  آرزوی 

تمامسيستم از  موجود  به    یابزارها  يهای  بتواند  تا  نمايد  استفاده  موجود 

کلمه   دهد،  ادامه  خود  دنيای    "تطبيقي "زندگي  از  ديگر  کلماتي  مثل 

مي چراکه  است.  شده  آورده  مهندسي  دنيای  به  ديناميک  بيولوژی  دانيم 

باشد و انسان قادر به وفق دادن  و محيط اطرافشان در حال تغيير مي  هاستميس

مثال تنظيم قند خون را در نظر  عنوانباشد. )بههم در سطح عالي ميخود آن

 ن يترعنوان کامل  انسان را بهاغراق  بدون  بگيريد(. به همين خاطر شايد بتوان  

زمان   با  متغير  غيرخطي،  متغيره،  چند  ديناميكي،  ابعاد  سيستم  با  تطبيقي، 

زيادی  بزرگ تعداد  از  که  کوچکسيستمي  تطبيقي  شده    ترهای  تشكيل 

البته توجه داريم که شأن انسان خيلي بالاتر از اين  است،   در نظر گرفت. 

به شكل ضعيفي    1940های اوليه کنترل تطبيقي قبل از  ايده   ها است.حرف

نخستين بار تنظيم خودکار پارامترهای    1950مطرح شدند و در خلال دهه  

سيستمکنترل  تعريف  نخستين  و  عملي  ارائه  کننده  تطبيقي  کنترل  های 

در تنظيم و تطبيق پارامترهای خود با ديناميک    توانايي سيستم کنترل :  گرديد

و    6شروع کار با روش حساسيت .  رل و متغيرهای حالت سيستم تحت کنت

مختلف    MITقانون   روندهای  برای  تطبيقي  قوانين  طراحي  جهت 

سال    یها کنترل  در  کالمن  آمد.  وجود  به  طراحي    1958تطبيقي 

4. Hardy Space 

5 Adaptive Control 

6. sensitivity Method       
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بهينه های  کننده کنترل  ـ  قطب )  1خود  تطبيقي  جايابي  روند  همانا  با ،  2که 

کنترل   از  استبهينه  استفاده  را خطي  دادئارا  (  طراحي    .ه  زمان  اين  در 

هواپيماهای با قدرت مانور و سرعت    3لوت يتطبيقي برای اتو پا  هکنندکنترل 

پرواز تغييرات    چرا که به هنگام تغيير نقطه نامي  . پاسخ بالا به انجام رسيد

مي رخ  پروازی  سيستم  ديناميک  در  کنترل وسيعي  و  های  کننده دهد 

قابل تطبيقي  غير  نيستند.    کلاسيک  کنترل طرح  ايده  های  کننده قطعاً 

ديناميک خود را با تغييرات سيستم    که بتوانند از محيط بياموزند و  تر ده يچيپ

کننده  کنترل   جه ي نت  تحت بررسي )هواپيما( وفق دهند، ضرورتاً نياز بود. در

برای حل مسئله    1961و همكارانش در    4تطبيقي مدل مرجع توسط آزبورن

پا اتو  تطبيقي  اينكه    لوتيکنترل  به  نظر  شد.  دانش  دارائه  دوران  اين  ر 

س  مورد  در  ت  یهاستميتئوريک  کامل  طور  به  و  د تطبيقي  بود  نشده  وين 

اتوماتيک  هاستميس  ی افزارسخت  یسازاده يپ بهی  آنالوگ    کنترل  طور 

نشد و در    زيآمتيکننده تطبيقي موفقاين طراحي کنترل   گرفت،صورت مي

 . ]4[ منفي از آب درآمد ،تجربي حاصل از پرواز  یهاعمل جواب

  شروع  1975هرچند تحقيقات در مورد تئوری کنترل تطبيقي اساساً از  

های مهم تئوری کنترل از  بسياری از شاخه  1960شده است، ليكن در دهه  

حالت، متغيرهای  آناليز  پايداری  قبيل  س   آناليز  شناسايي  توسعه    ، هاستميو 

، مسئله يادگيری  1966در سال    6توسط فلد بام   5يافتند: تئوری کنترل دوگانه 

س سال    یهاستميدر  در  اتوماتيک  سيپكين   1971کنترلي  تئوری  7توسط   ،

پارامترها توسط آستروم    ی هاشرفتيپ  .1971در سال    8تخمين و شناسايي 

حاصله در تئوری پايداری و تئوری کنترل در همين دهه موجبات فهم بيشتر  

  70در دهه    که یطورقرن بيستم را فراهم آورد، به  70کنترل تطبيقي در دهه  

ايم که اين  و تجهيزات کامپيوتری بوده   یآورشاهد تحولات شگرف در فن

به پ  امر  سهولت  موجب  خود  ازکننده کنترل   یساز اده ينوبه  پيشرفته    های 

( نشان داده شد که  1970در اين دهه )  های تطبيقي شد.کننده جمله کنترل 

س در  زيادی  اساس    یهاستميکارهای  بر  و  يادگيری  های  تئوریکنترلي 

مي يا  تطبيقي  تكراری  معادلات  تحت  مشترک  لوای  يک  در  توانند 

و تخمين  های زيادی در شناسايي  وسعهت  و همچنين  قرار گيرند  9بازگشتي

يي  شناسای مختلف  هاروشکه  هنگامي  1970پارامترها انجام شد. در دهه  

کنترل    ی هابا روش در  تحول وسيعي  ترکيب گرديدند،  طراحي  مختلف 

تئوری پايداری    70و در اواخر دهه    80تطبيقي صورت پذيرفت. در دهه  

مختلف کنترل    ی هاکيهای تطبيقي با ارائه دليل مطرح شدند. تكنسيستم

پايداری   تئوری  بر  مبتني  طراحي  روند  از  استفاده  با  مرجع  مدل  تطبيقي 

تجز مورد  و  ارائه  گرفت  لي وتحلهيلياپانوف  ،  1979در    10آگارت   .قرار 

 
1. Self - optimization 

2. Adaptive Pole Positioning 

3. Auto - Pilot 

4. Osburn 

5. Dual control 

6. Feldbaum 

7. Tsypkin 

8. Astrom 

9. Recursive 

10. Egardt 

و همچنين بسياری    1983در    13مورس   ،1980در    12نارندرا   ،1979در    11لاندو 

، نارندرا  1981  14هريس   . ارائه شد  ي کنترل تطبيق  زيآمتيکاربردهای موفق

های کنترل تطبيقي  تئوری سيستم  1980در دهه    . 1980  15ن ي، اونبها1980

کنترل  نخستين   و  گشت  مدون  سال    کننده ديجيتال  در  ديجيتال  تطبيقي 

بازار شد  1981 اين دهه مي]4[  وارد  افراد شاخص  از  از آستروم.   16توان 

قرن بيستم    70و اواخر دهه    80دهه    لياوا  نام برد. (1986)( و آيزرمن  1983)

داده کند،    نشان  عمل  سيستم  روی  کم  مقدار  با  حتي  نويز  وقتي  که  شد 

ناپايدار گردند.    يراحتد بهن توانشده در اين دهه ميتطبيقي ارائه  یهاروش

ا مدل نشده و    یهاکيناميبر داتطبيقي در بر  ی هاکنترل   کهنيو اين يعني 

  80در اواسط دهه  . 1985 18، روهرز1983 17اغتشاشات مقاوم نيستند، ايونا  

طراحي و  تحت  اصلاحات  جديدی  مبحث  و  شدند  پيشنهاد  جديد  های 

کننده تطبيقي را  عنوان کنترل تطبيقي مقاوم اعلام وجود نمود. يک کنترل 

ضمين کند که پاسخ سيستم در حضور طيف وسيعي از  تمقاوم گويند اگر  

روند    دامنه محدود، محدود بماند.اغتشاشات با  و  مدل نشده    یهاکيناميد

های تطبيقي و تطبيقي مقاوم به طور  تكامل در تئوری و تكنولوژی سيستم

  ، نارندرا 1989توان از کارهای آستروم در سال  همزمان ادامه يافت که مي

  1991و ايونا در    1992يزرمن در سال  آ،  1983، هريس در سال  1986در  

نمود مهم  .]4[  ياد  کنترل  از  زمينه  در  شده  چاپ  مقالات  و  مراجع  ترين 

مفاهيم کنترل تطبيقي و بررسي  توان به موارد زير اشاره نمود:  تطبيقي مي

[ ، طراحي کنترل ردياب فيدبک  4ها و تفاوت کنترل تطبيقي و مقاوم ] روش

سيستم برای  فراگير  تطبيقي    خروجي  تک-ورودی  تک  های¬خروجي 

ن  تضميبا   ريفراگ شبه  تطبيقي  خروجي  فيدبک   کننده ¬کنترل   طراحي  ،[69]

[، تضعيف  70رديابي هر سيگنال مرجع کراندار مفروض توسط خروجي ]

  ارائه   ،[26]  غيرخطي   هایاغتشاش، کنترل تصادفي و کنترل تطبيقي سيستم

  از   قبلي  دانش   نيازمند  که(  تنظيم  توابع )بر اساس    تطبيقي   پايدارسازی   طرح

  های¬طرح  ايجاد  برای   جديد   روش   ارائه  ، [49]   نيست  انسيکووار  کران

  تطبيقي  کننده [، کنترل 71تنظيم شونده ]  يسادگل غيرخطي تطبيقي بهکنتر

  چند   فيدبک   سازی ¬خطي  قابل   غيرخطي  های ¬سيستم  برای  جديد  مقاوم

  عملكرد   تضمين   به   قادر   نامعين   های غيرخطي  دارای   چندخروجي-ورودی

  عيب   آنلاين  تخمين  اساس  بر  تطبيقي  هایمكانيسم  معرفي  ،[62]  شده   تعيين

- [، کنترل ردياب تطبيقي سيستم72فيلترينگ قابل اطمينان ]  /کنترل   برای

قيود ورودی غه با  نامعين  متغيره  [، کنترل  73]  رمتقارنيای غيرخطي چند 

  در  پسگام  روش  از  استفاده   با  نامعين  غيرخطي  های¬تطبيقي مقاوم سيستم

  ،[64]  نوسبام   تابع   از  استفاده  با   خارجي  اغتشاشات  و   ورودی   اشباع   حضور

.11. Landou  

 12Narendra  

13 Morse 
 14Harise  

 15Onbehauen  

-16Austrom  

 17Ioannou  

 18Rohrs  
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  تطبيقي های ¬مجموعه مقالات رياضيات تئوری کنترل برای کنترل پروسه

  رگولاتورهای   مرجع،  مدل   تطبيقي  کنترل   های ¬استراتژی  بررسي  ،[74]

  کنترل  مرتبه،  کاهش  هایطرح  متغير،  ساختار  های¬سيستم  ،ميخودتنظ 

  تطبيقي بر   PI/PD/PIDراحي کنترل  ط  ،[75...]و  فازی   منطق   بين، ¬پيش

کنترل    ترياضيا  بررسي   ،[76]  غيرخطي  هایسيستم  اساس کاربردهای  و 

 .  [67]  تطبيقي و  ديجيتال  مقاوم، مدل، بينخطي، غيرخطي، بهينه، پيش

ا مسلم  سيستمسآنچه  بايستي  داده ت  با  ارتباط  در  را  تطبيقي  ها  های 

محيطي( و تنظيم )تغييرات در رفتار خود(    یهاگنال ي)دانش از سيستم و س

قرارداد.   نماييد.    1به شكل  مورد ملاحظه  مثلاً  توجه  تطبيقي  سيستم  يک 

بايستي اطلاعاتي در مورد سيستم تحت بررسي را در    کننده تطبيقي،کنترل 

صورت   سيستم  با  خود  بسته  حلقه  مسير  در  )که  سيستم  اجرای  خلال 

قاعده يا قانوني    نمايد و رفتار خود را بتواند مطابق با  یآورپذيرد( جمعمي

گونه که توافقي حاصل آيد. واضح است که هرچقدر ميزان  تنظيم نمايد آن

بيشتر   يافتن  وفق  و  بودن  تطبيقي  ميزان  باشد،  کمتر  اطلاعات  حجم  يا 

بهتر باشد، سرعت وفق  مي قاعده تطبيقي  يا  گردد و هرچقدر نحوه تنظيم 

 ، عنوان دو شاخص اصلي بپذيريمين دو موضوع را بهبيشتر خواهد بود. اگر ا

بگو مي سيستم  مييتوانيم  باکه  کلاسيک  کنترلي  بالا،    1گين   های  بهره  يا 

ندگي  يتطبيقي را نما هایترين شكل( سيستم)ساده  سمت راست هي الي منته

بر  ؛کنندمي تحت  سيستم  مورد  در  اطلاعات  همه  اينجا  در  سي،  رچراکه 

مي اختيار  در  اطراف  کنترل محيط  سيستم  و  اختيار  باشد  در  با  هم  کننده 

بهره بالا طراحي ميداشتن کل   پايداری  اطلاعات با  شود، طوری که هم 

سيستم در برابر تغييرات محدود پارامترها و نقاط  تضمين گردد و هم کل  

 . ]4[  باشديکمتر حساس م ،کاری

مقابل سيستمسيستم  ،در  مثلاً  هوشمند  بر  های  مبتني  کنترلي  های 

ترين و  سمت چپ )پيچيده   هياليفازی، منته   محاسباتهای عصبي و  شبكه

  را معرفي خواهند نمود   يهای تطبيقشكل( سيستم  نيتريا به عبارتي کامل

و احتياجي به دانش    بوده   2های هوشمند، مدل آزادچراکه سيستم(؛  2لشك)

های تجربي که  مدل خاصي از سيستم تحت بررسي ندارند و فقط به داده 

 . ]4[نياز دارند  ،آورنددر مسير زمان به دست مي

 
 ]4[ی تطبيقي هاستم يس. حدود 2شكل

 

، کنترل کلاسيک و تاريخچه آن مورد بررسي قرار گرفت.  1در بخش  

ابتدا به3و در بخش  در ادامه لازم از    ميبا مقدمات و مفاه  ييعنوان آشنا، 

 
11 . Gain 

1. Model Free 

3. Artificial Intelligence 

4. John McCarthy 

5. Neural Networks (NN) 

6. Fuzzy Logic 

خواهند    يها معرفآن  و مدل   يمصنوع  ی هانرون  ، يمصنوع  ي عصب  یهاشبكه

کرد که از اتصال    ميخواه   يرا معرف   يمصنوع  ي عصب  یهاشد. سپس شبكه

مصنوع  نيچند ا  شوديم  ليتشك   ينرون  آموزش  نحوه  ها  شبكه  نيو 

شده است که از    يامكان سعتا حد   3. در بخش  رنديگيقرار م  يموردبررس

 آن نگاه شود.  یبندبه مسئله و فرمول   کيکنترل کلاس یتئور دگاه يد
 

 دیدگاه  از  عصبی   هایشبکه  بر  ایمقدمه   -3

 کلاسیک  تئوری

در  4ي کارتبار توسط جان مک  نينخست  یبرا 3ي عبارت هوش مصنوع

به علم    يهوش مصنوع  ،يکارتمک  فيمطرح شد. بر اساس تعر  1956سال  

روش ماش  يمهندس  ی هاو  کردن  م  هانيهوشمند  حوزه    .شوديگفته 

مصنوع  يمطالعات مختلف  يهوش  موضوعات  و  است  شامل    يگسترده  را 

  توان يرا م  يهوش مصنوع  یها و کاربردهاپژوهش  ع يوس  في. ط شوديم

چند شبكهشاخه    نيدر  قبيل:  عصبياز  فازی 5های  منطق  يادگيری 6،   ،

  "های عصبي شبكه"که در اين مقاله به شاخه    کرد  یبند ميتقس، و ...  7ماشين

 پرداخته شده است. 

  ، (NN)ي عصب اختصار شبكهبه ا ي 8يمصنوع ي عصب شبكه يک اصولاً 

محاسبات  است  يمحاسبات  ابزاريک   شاخه هوش  در  م  9ي که   .رديگيقرار 

الهام اين ابزار محاسباتي، مشابه بسياری از ابزارهای محاسباتي ديگر    منشأ

سيستم محاسباتي،  هوش  شاخه  که  در  هستند  طبيعي  و  بيولوژيكي  های 

ها توصيف  اند و برای آنقرار داده   موردمطالعهها را  دانشمندان اين سيستم

های رياضي، به يک  اند و اين توصيفآورده   به دستهای رياضي  يا مدل 

بلوک يا  ابزارها  شده سری  تبديل  محاسباتي  شبكههای  قبيل:  از  های  اند، 

)الهام   مصنوعي  شبكه  شدهگرفتهعصبي  بيولوژيكي(،  از  عصبي  های 

(،  عتيدر طب   11تكامل   نديفرااز    شدهگرفته)الهام    GAيا    10الگوريتم ژنتيک 

ذرات  ازدحام  اجتماعاز    شدهگرفته)الهام    PSOيا    12الگوريتم    يرفتار 

ابزارهای  پرندگان  یهادسته اين  از  يكي  به  بخش،  اين  در  غيره.  و   )

 شود.  های عصبي )مصنوعي( پرداخته ميمحاسباتي مهم، يعني شبكه

  م ييبگو که  است    نيتر امناسب  اي  يشبكه عصبکه گفته شد،    طور همان

عصب ميمصنوع)  ي شبكه  را  نظر    ي محاسبات  ابزار/مدل   کي   توان ي(  در 

موجود   ي كيولوژي ب  يعصب ی هاگرفت که عملكرد آن الهام گرفته از شبكه

  یهاپردازش اطلاعات را بر عهده دارند. شبكه  فهيدر مغز انسان است که وظ

  نام دارند(  13نرون )که    يعصب  یها ول از سل  ييهاشبكه  ، يكيولوژي ب  يعصب

  يستميس  نيترده ي چي از دانشمندان، پ  یاريمغز انسان، به اذعان بس  مغز هستند. 

شده و موردمطالعه قرار گرفته است.  مشاهده   ي تياست که تاکنون در کل گ 

ابعاد  دهي چي پ  ستميس  نياما ا  یدر حد کهكشان دارد و نه تعداد اجزا  ینه 

7. Machine Learning 

8. Artificial Neural Network (ANN) 

9. Computational Intelligence (CI) 

10. Genetic Algorithms (GA) 

11. Evolution 

12. Particle Swarm Optimization (PSO) 

13. Neuron 
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بسازنده  پردازنده   شترياش  پ  یامروز  یهاانهيابررا  یهااز    يدگي چياست. 

  یاجزا  ان يفراوان موجود م یهابه اتصال   ر،ينظ يب)مغز(    ستم يس  نيرازآلود ا

تقريباً    گردديبازمها(  )نرون آن   انسان  مغز  که  بدانيد  است   100)جالب 

متوسط    طوربهها  ميليارد سلول عصبي يا نرون دارد که هر کدام از اين سلول 

لذا تجسم کنيد  .  ي متصل شده است(نوعبهسلول يا نرون ديگر    هزار  10به  

ها بر مغز انسان حاکم است. به اين دليل، ای از سلول که چه شبكه پيچيده 

ما در کل هستي شناختهمغز انسان پيچيده  در  ايم.  ترين سيستمي است که 

  ی ادي« کشف کرد که مغز از تعداد ز1رامون کاخال  اگو ي، »سانت 1909سال  

 3یو مهار  2ي كيساده تحر  اريبس  یها اميکه پ  شده ليهم تشكبهنرون متصل

روز  ساده به  ی هااميپ  نيبا هم   هاآن   4ج ييو ته  کنند يارسال م  گريكدي  یرا برا

  شبكه عصبيعنصر سازنده  قبل از ادامه بحث اجازه بدهيد که با    .شوديم

 .  ]79-77،  5[بيشتر آشنا شويم   نرون يعني

ساده نرون ساختار   نيترها  هستند.    ي عصب  یهاستمي س  یواحد 

نام  يي هاتف با عصب  نرون  ياجتماع  شوند، يم  ده يکه  که  از  هستند  ها 

  ني. اکننديمنتقل م  گريقسمت بدن به قسمت د  کيرا از    هاامياطلاعات و پ

انسان    بدننرون در    هاوني ليهستند. م  ييايم يالكتروش  5های از نوع ضربه  هااميپ

پلک زدن، تنها    ل يروزمره انسان از قب   ی کارها  ن يترساده   ي وجود دارند، حت

ها  تعداد نرون  نيشترياست. ب  سري ها منرون  ن يجانبه اهمه  یهمكار   قياز طر

اند. گرچه  افتهيتمرکز    يجانب  يعصب  یهاستميدر نخاع و س  يدر مغز و باق 

نرون به    ي ها بستگو شكل آن  هانداز  يدارند، ول   يكسانيها کارکرد  همه 

س در  استقرارشان  ا  يعصب  ستم يمحل  وجود  با  ب  نيدارد.  تنوع،    شتريهمه 

اصل نرون بخش  سه  از  شكل.  اندشده   ليتشك  يها    نرون  کي  ،3مطابق 

 : ]5[ است شده  ل يتشك  ياز سه بخش اصل يكيولوژيب

 6. بدنه سلول1

 7. دندريت 2

 8. اکسون 3

 

 
 بيولوژيكي نرون يک  اصلي هایقسمت . 3شكل

 

سلول    ن يبد  بيولوژيكينرون    کي  عملكرد بدنه  که  است  صورت 

و اکسون   تيو دندر بوده يحفاظت یها قسمت ري( شامل هسته و ساي)عصب

ارتباط تشك  يعناصر  را  دندردهنديم  لي نرون  در  هاتي.    افت يمناطق 

.  باشنديم  یاده يچي پ  یاشكل شاخه  یهستند که دارا  يكيالكتر  یهاگنال يس

 
1. Santiago Ramony Cajal 

2. Excitatory 

3. Inhibitory 

4. Excitation 

5. Impulse 

6. Cell Body 

م  يكيالكتر  یهاگنال يس  ها،تيدندر منتقل  سلول  به هسته  بدنه  کننديرا   .

  ی هاگنال يس   ینرون فراهم نموده و بر رو  ت يفعال  یلازم را برا  ی سلول، انرژ

م  يافتيدر با    کنديعمل  مقا  کيکه  سطح    کيبا    سهيعمل ساده جمع و 

  ستهاز ه  ي افتيدر  ييايم يالكتروش  ی هاگنال ي. اکسون، سگردديآستانه مدل م

سلول    کي. محل اتصال اکسون  کنديمنتقل م  گريد  ی هاسلول را به نرون

  ی ساختار  ی واحدها  هاناپسينام دارد. س  9ناپس يس  گريسلول د  تيبه دندر

 .  ]5[  سازنديها را برقرار منرون ن يهستند که ارتباط ب يکوچك

ها،  خلاصه يک نرون بيولوژيكي، اطلاعاتي را از سلول   طوربهبنابراين،  

نرونبافت ساير  يا  و  ميها  دريافت  بدن  )های  های  ورودی  عنوانبهکند 

دهد و بعد از  شده انجام مينرون( و يک پردازش روی اطلاعات دريافت

سلول  ساير  به  نحوی  به  را  نتيجه  نرونپردازش،  بافتها،  يا  و  ارسال  ها  ها 

مدل رياضي نرون را    که يوقتخروجي نرون(. در ادامه،    عنوان بهکند )مي

 های جزئي چيست؟.  ارائه کرديم، شرح خواهيم داد که اين پردازش

نرون،   پاسخ يک  بدانيد که زمان  واحد سازنده    عنوانبهجالب است 

10)3ثانيه  مغز انسان، تقريباً برابر يک ميلي sec)−    است. اين در حالي است

واحد سازنده کامپيوتر،   عنوانبهکه زمان پاسخ يک ترانزيستور سيليكوني، 

نانوثانيه يک  10)9تقريباً  sec)−   .عبارتاست ترانزيستور  به  يک  ي، 

تری نسبت به يک نرون دارد.  بار زمان پاسخ سريع  ون يل يم  کسيليكوني ي

ی شيميايي و  ندهايفرابينيم که واحدهای سازنده مغز به دليل  بنابراين، مي

( ما  چرا  ولي  هستند.  کندی  واحدهای  دارند،  که  ما(   درواقعزيستي  مغز 

شناسيم،  ايم و ظاهر او را ميتوانيم مثلاً فردی را که يک ماه پيش ديده مي

توانيم اطلاعات را  بعد از يک ماه اگر دوباره او را ببينيم، خيلي سريع مي

بازيابي کنيم و آن فرد را بشناسيم؛ ولي يک کامپيوتر برای انجام اين کار،  

 . ]77[ها زمان نياز دارد؟  ساعت

 که قبلاً گفته شد، قدرت پردازش سريع اطلاعات توسط   طورهمان

با ساختار ساده    ييهااز سلول   يبزرگ   ار يبس  اولاً به خاطر وجود شبكه  مغز

نشان دادند    [80]در مقاله    11و بالارد  10، فِلدمن 1982است. دوماً، در سال  

 " 12قانون صد گام " که مغز انسان برای انجام هر عملي از قانوني تحت عنوان  

مي است:استفاده  زير  شرح  به  قانون  اين  انسان،  "کند.  مغز  در  عملي  هر 

سلول عصبي    100مستقل از اينكه چقدر ساده يا پيچيده باشد، حداکثر از  

برای انجام هر عملياتي در مغز "کند يا نرون استفاده مي . طبق اين قانون، 

  کانسان، اعم از حفظ تعادل، حرف زدن، شناسايي يک چهره، نواختن ي

  100شود. لذا، در بدترين حالت که نرون دخيل مي 100نت و ...، حداکثر 

نرون اين  و  باشند  دخيل  مفروض  عمليات  يک  انجام  در  هم  نرون  ها 

مغز    صورتبه توسط  عمليات  آن  انجام  بدهند،  پاسخ  سرهم    100پشت 

مي  هي ثانيليم 100)کشدطول  1 s 100 )m ms عملياتي  جهي درنت.  = هر   ،

کشد. توجه داشته  ثانيه طول ميميلي  100در مغز انسان، در کنُدترين حالت،  

7. Dendrite 

8. Axon 

9. Synapse 

10. Feldman 

11. Ballard 

12. 100-step rule 
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نرون حداکثر تعداد نرون دخيل در هر عملياتي است و برای    100باشيد که 

گردد و حتي ميزان بهينه تعيين مي  صورتبههر عملياتي، تعداد نرون لازم  

شود نيز کافي است )نه زياد است و نه ها ردوبدل مياطلاعاتي که بين نرون

 است.   100ها قطعاً کمتر از  ساده، تعداد اين نرون کم(. مثلاً برای عمليات

های عصبي مصنوعي که  با توجه به توضيحات فوق، اگر بتوان شبكه

های مصنوعي هستند )مدل نرون مصنوعي  ها نرونهای پردازنده آنواحد

ای مثلاً در کامپيوتر طراحي نمود  گونهرا در ادامه معرفي خواهيم کرد(، به

اولاً شامل حدود   هر يک  نرون  ارديليم  100که  و  باشد  ا  مصنوعي    نياز 

متصل شده باشد و ثانياً،    گريهزار نرون د10حدود  طور متوسط به  ها بهنرون

نرون استفاده شود و کمترين  از کمترين تعداد  انجام هر عمليات  برای  ها 

های دخيل منتقل شود، آنگاه ما به يک شبكه  اطلاعات لازم نيز بين نرون

بهينه مصنوعي  اذعانمياافتهيدستای  عصبي  بايستي  البته  ما   .  که  کرد 

 وتريکامپميليارد نروني که در مغز انسان است را با    100توانيم  وقت نميهيچ

تر از اين  سازی کنيم و مقياس کاری ما خيلي پايينسازی و حتي شبيهمدل 

 تعداد است. 

  ی هالازم از شبكه  ميبا مقدمات و مفاه  ييعنوان آشنادر ادامه، ابتدا به

مدل   يمصنوع  یهانرون  ،يمصنوع  يعصب شد.    هاآن  و  خواهند  معرفي 

شبكه اتصال  سپس  از  که  کرد  خواهيم  معرفي  را  مصنوعي  عصبي  های 

مي تشكيل  مصنوعي  نرون  اشود  چندين  آموزش  نحوه  ها  شبكه  نيو 

به نحوه    م،يمفاه  نيبا ا  ييو آشنا  ح يو پس از تشر  رنديگيقرار م  يموردبررس

 پرداخت. ميخواه   يعصب  یهابا استفاده از شبكه سازی و کنترلمدل 
 

 مصنوعي نرون  يک مدل 3-1
عنصر سازنده    فيتعر  ،يمصنوع  يعصب  یهاشبكه  يگام در معرف   نياول

قبل، توص  يعنيآن   نرون  ياجمال  يفي نرون است. در بخش    ي واقع  یهااز 

ا  ارائه شد.  يعصب  یها( و شبكهيكيولوژي)ب دار  نيدر  که   ميبخش قصد 

و    ميارائه کن   ياز نرون واقع  بسيار کاربردی  حال نيدرعو    مدل ساده   کي

  ي عصب  یهامختلف شبكه  یساختارها  توانيکه چگونه م  م يسپس نشان ده

ها  نرون  نيا  ز ا  یاديو کنار هم قرار دادن تعداد ز  بي( را از ترکي)مصنوع

 . ميکن جاديا

قبل گفته شد،    طورهمان نرون که    طوربهکه در بخش  خلاصه يک 

واحد سازنده دستگاه عصبي و مغز انسان است، يک بلوک ساده پردازنده  

کند و سپس بر روی  های خود دريافت مياست که اطلاعاتي را از ورودی

مي انجام  جزئي  پردازش  دريافتي  اطلاعات  ساير  اين  به  را  نتيجه  و  دهد 

 دهد.  ها تحويل مينرون

 2شناس( با همكاری آقای پيتز )عصب  1کلاچ ، آقای مک1943در سال  

برداری از ساختار و عملكرد کلي نرون بيولوژيكي يک  دان( با ايده )منطق

  " 3پيتز  –کلاچ  مک"مدل رياضي برای نرون معرفي کردند که به مدل نرون  

 
1. Warren MuCulloch 

2. Walter Pitts 

3. McCulloch-Pitts 

4. Weight 

5. Bias 

  يك يصورت گراف به    یتک وروددر حالت    ياضيمدل رمعروف است. اين  

شكل  داده   4در  است نشان    انيب   ريزرياضي    معادلهصورت  بهو    شده 

 : ]5[شوديم

( )a f wp b= +  (1) 

  اين  در.  گويندمي  نيز  جمعي  نرون  مدل  مدل،   اين  به  مراجع،  برخي  در  البته 

 مدل

p ورودی نرون : 

w4: وزن  

b6يا آفست 5: باياس 

f 8يا تابع تبديل  7ساز: تابع فعال 

n 9: ورودی خالص  

a)خروجي نرون )اسكالر : 

 هستند.  

 
 چ ينرون در حالت تک ورود تزيپ- کلاچ مدل مک . 4شكل

 
 

فعال  است و برای تعيين    nيک تابع خطي يا غيرخطي از    fساز  تابع 

 شود.مي خصوصيات نرون در راستای حل مسائل مختلف استفاده 

شود: بخش اول  بدنه هر سلول عصبي )نرون( از دو بخش تشكيل مي

گويند. وظيفه تابع ترکيب اين است که تمام  کننده( ميرا تابع ترکيب )جمع

کند. در بخش دوم سلول، تابع  ميها را ترکيب و يک عدد توليد  ورودی

که    گونههمان درواقعگويند.  انتقال قرار دارد که به آن تابع تحريک نيز مي

يک سلول بيولوژيک بايد به سطح آستانه تحريک خاصي برسد تا يک  

  شدهبيترکی  هاسيگنال توليد کند، تابع تحريک نيز تا زماني که ورودی

وزن بسيار و  خروجي  مقدار  نرسند،  خاصي  آستانه  حد  يک  به  شده  دار 

مي توليد  ورودیکوچكي  وقتي  آستانه    شدهبيترکهای  کنند.  حد  به 

کند.  و سيگنال خروجي توليد مي  شده کيتحرند، سلول عصبي  خاصي برس

انتخاب يک    درواقعپيتز،  -کلاچطراحي يک نرون مصنوعي با مدل مک

  نديفرااست. به    bو    wمناسب و تعيين مقادير پارامترهای    fساز  تابع فعال 

شبكه    10ها در يک شبكه عصبي، يادگيری نرون  bو    wتعيين پارامترهای  

 . ]5[گويند عصبي مي

6. Offset 

7. Activation Function 

8. Transfer Function 

9. Net Input 

10. Learning 
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(،  1در معادله )  شدهارائهپيتز  -کلاچدر مدل نرون تک ورودی مک

گردد و با ضرب در مشخصه ذاتي نرون،  وارد نرون مي pورودی خارجي 

شود. ورودی ديگر نرون که مقدار آن ثابت و  دار مي، وزنwيعني وزن  

، ضرب شده  bبرابر يک است، در مشخصه ذاتي ديگر نرون، يعني باياس  

برای    nشود. اين حاصل جمع، ورودی خالص  جمع مي  wpو حاصل با  

بر روی ورودی    fساز  خواهد بود. تابع فعال   fساز )يا تابع تبديل(  تابع فعال 

نرون را که يک عدد اسكالر است، توليد   aاثر کرده و خروجي  nخالص 

)خطي باشد   fکه اگر تابع  توان نتيجه گرفتکند. لذا ميمي ( ) )f n n=  ،

)يک نرون با معادله خط  )a f wp b y mx b= +  =  ارز است.  هم +

پيتز با يک نرون بيولوژيكي  -کلاچدر مقايسه مدل تک ورودی مک

جمع  w)واقعي(،   مجموعه  سيناپس،  شدت  فعال معادل  تابع  و  ساز  کننده 

 معادل سيگنال گذرنده از اکسون خواهد بود.   aمعادل هسته سلول و 

است.    bجمله باياس    ر يتأثای که بايد به آن توجه شود، اهميت و  نكته

در نظر گرفت، با اين تصور که ميزان    wتوان مانند وزن  اين جمله را مي

مي  ر يتأث منعكس  نرون  روی  را  يک  ثابت  جمله  ورودی  وجود    bسازد. 

ترم  که   ی اشبكهشود.  باعث افزودن يک متغير اضافي به شبكه )عصبي( مي

نرون    کي  ن،ي. همچنکنديعمل م  اسياز شبكه فاقد با  تریدارد، قو   اسيبا

حالت   نيو ا  دهدي صفر م  يصفر، خروج  یدر اثر ورود  شهيهم   اسيبدون با

 . شوديبرطرف م صهينق نيبه مدل، ا اسيو با اضافه کردن با ستيمطلوب ن

پارامترها  ديبا که  داشت  تنظ   bو    w  یتوجه  تابع    ميقابل  و  هستند 

  fبر اساس انتخاب  به عبارتي،  .  شوديتوسط طراح انتخاب م  زين   f  ساز فعال 

الگور نوع    ی ريادگي.  شونديم  ميتنظ  bو    w  یپارامترها  ،یريادگي  تميو 

که    يمعن  نيبد ورود  کننديم  ريي تغ  یطور  bو    wاست  رابطه  و    یکه 

همچنين، بايد اشاره نمود که    .ديمطابقت نما  ينرون با هدف خاص  يخروج

 های آن  يک نرون لزوماً يک خروجي دارد، اما برای تعداد ورودی

 دهد.مييک نرون با چند ورودی را نشان    5محدوديتي وجود ندارد. شكل
 

 
 ی نرون چند ورود ک يمدل . 5شكل

 
 

  رابطه   طبق  خروجي  و  ورودی  بين  رابطه  ورودی،   چند  نرون  يک  برای

 :شودمي تعريف زير

1,1 1 1,2 2 1,( ... )R Ra f w p w p w p b= + + + +  (2) 

ورودی   بردار  اگر  نمايش،  سهولت  صورت بهبرای 

1[ ]TRp p p=  وزن و  شود  ماتريس  تعريف  با  نرون  زير    Wهای 

 خلاصه شوند: 

1,1 1,2 1,[ ]RW w w w=
 

 : نمود توصيف  نيز زير فرم  به توانمي را ورودی  چند نرون خروجي آنگاه 

1,1 1 1,2 2 1,( ... )

( )

R Ra f w p w p w p b

f Wp b

= + + + +

= +
 (3) 

های عصبي  نمايش ماتريسي فوق يک نمايش استاندارد در توصيف شبكه

است که بايد درباره   کاررفته بهها، قرارداد خاصي است. در انتخاب انديس

های عصبي  آن توضيح داده شود. دومين انديس در نمايش ماتريسي شبكه

نرون مي  مبدأ ها،  يا  نشان  را  نرون  ورودی  به  سيگنال  اول  انديس  و  دهد 

، چون  5داشت. برای نرون با ساختار شكل  اشاره خواهدشماره خود نرون  

شود.  به يک بردار سطری تبديل مي  Wفقط يک نرون داريم، ماتريس وزن  

اول است. در    1,2wمثلاً عنصر  نرون  به  بيانگر وزن دومين عنصر ورودی 

شبكه که  در  ادامه  که  ديد  خواهيم  کرد،  خواهيم  معرفي  را  عصبي  های 

 متناظر با يک نرون است. Wحالت کلي، هر سطر ماتريس 

ورودی  عنوانبه تعداد  که  باشيد  داشته  نظر  در  نكته  از    (R)ها  يک 

ميموردبررس  مسئلهصورت مشخص  تحت    R،  گريدعبارتبهشود.  ي 

به روش حل مسئله   بلكه بستگي  نيست،  دارد.  موردبررسانتخاب طراح  ي 

دو  مثال عنوانبه تابع  که  کنيم  طراحي  عصبي  شبكه  يک  بخواهيم  اگر   ،

2ورودی  

1 2y x x=  باشد.    2بايد برابر با   Rرا تقريب بزند،  +

 نرون سازفعال  تابع 3-2
 تواند در حالت کلي يک تابع خطي يا غيرخطي  ساز نرون ميتابع فعال 

باشد که بسته به نوع کاربرد، نحوه عمل    nاز ورودی خالص شبكه يعني  

در مدل نرون  ساز  اگر از توابع فعال آن متفاوت است. توجه داشته باشيد که  

  معادله   کيفقط    اس يها و مقدار باوزن  م،ياستفاده نكنهای عصبي  و شبكه

ا  يخط معادلهکننديم  جادي را  که  است  درست  تر  راحت  ي ليخ   يخط  . 

های  سازی سيستماز قبيل مدل  ده ي چي حل مسائل پ یاست، اما برا ي شدنحل

  یريادگيدر    يمعادلات خط  درواقعبه ما کند؛    يکمك  تواندينمغيرخطي  

بدون تابع    يعصب  شبكه  کيمحدود هستند و    يليخ  داده   ده ي چي پ  یالگوها

فقط  فعال  رگرس  کيساز    یها شبكه  ،يطورکلبه.  است  يخط   وني مدل 

فعال   يعصب توابع  ماز  استفاده  در    کننديساز  شبكه  به  بتوانند    ی ريادگيتا 

پ  دهي چي پ  یهاداده  و  کنند  يدر خروج  را   يقبولقابل  ينيب شيکمک    ارائه 

]5[ . 

فعال    ي بعد از بلوک جمع در نرون مصنوع  يساز در شبكه عصبتابع 

م)نرون جمعي(   از جمع ورود  يعني.  رديگيقرار    کياز    جه ي نت  ها،یپس 

فعال  متابع  عبور  اکنديساز  اما  فعال   ني.  تابعتابع  چه  برای  هست؟    يساز 

فعال نرون تابع  محدودی  تعداد  از  معمولاً  استفاده  ها،  محاسبات  در  ساز 

 .  ]5[ليست شده است  1در جدول  که شوديم
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 عصبي هایشبكه  در  پرکاربرد سازفعال  توابع. 1جدول

 سازنام تابع فعال 
 رابطه ریاضی 

( )a f n= 
 شکل 

 محدوديت سخت 
0, 0

1, 0

n
a

n


= 


 

 

محدوديت سخت 

 1متقارن
1, 0

1, 0

n
a

n

− 
= 


 

 

a خطي n= 
 

 2شده خطي اشباع 
0, 0

,0 1

1, 1

n

a n n

n




=  
 

 
 

  شده اشباع خطي

 متقارن

1, 1

, 1 1

1, 1

n

a n n

n

−  −


= −  
 

 
 

1 لگاريتمي  حلقوی

1 n
a

e −
=

+
 

 

  تانژانت حلقوی

 هيبربوليک 

n n

n n

e e
a

e e

−

−

−
=

+
 

 

,0 3خطي مثبت 0

, 0

n
a

n n


= 


 

 

فعال  تابع  انتخاب  نيز مشخص ميبا  نرون  گردد.  ساز، عملاً نوع مدلِ 

گفته    5، نرون پرسپترون 4ساز محدوديت سخت مثلاً به يک نرون با تابع فعال 

شود. بنابراين، خروجي يک نرون پرسپترون همواره صفر يا يک است.  مي

ها( به دو  ها )ورودیبندی کردن داده از نرون پرسپترون عمدتاً برای طبقه

مي استفاده  محدود  نرونکلاس  )نرونشود.  خطي  تابع  های  که  هايي 

های خطي  ها از نوع خطي هستند( برای تخمين توابع و سيستمساز آنفعال 

  شوند. همچنين، درهای غيرخطي حول نقطه کار استفاده ميو حتي سيستم

باعث  در لايه آخر ساز تابع فعال   نياستفاده از ا ه،يچند لا يعصب یهاشبكه

 . باشد قبل  هيلاهای  نرون خروجياز  ي تابع خط کيآخر  هيلا ود کهشيم

پراستفاده  فعال از  توابع  غيرخطي  ترين  حلقوی  ميساز  تابع  به  توان 

هيبربوليک   6لگاريتمي  تانژانت  حلقوی  فعال   7و  تابع  نمود.  نوع    سازاشاره 

کند و  ورودی دريافت مي  عنوانبهي، هر عدد حقيقي را  تميلگار  یحلقو 

  تربزرگخروجي آن عددی بين صفر و يک است. هرچقدر مقدار ورودی  

 
1. Symmetrical Hard Limit 

2. Saturating Linear 

3. Positive Linear 

4. Hard Limit 

5. Perceptron 

6. Log-Sigmoid 

تر است و هرچقدر مقدار  تر( باشد، خروجي اين تابع به يک نزديک )مثبت

 تر خواهد بود.  تر باشد، خروجي بيشتر به صفر نزديکورودی کوچک

به    ه يشب  اريبس  يازلحاظ شكل مختصاتحلقوی تانژانت هيبربوليک  تابع  

در )بُرد تابع(    تابع  يتفاوت که خروج  نيبا ا  است؛  حلقوی لگاريتميتابع  

  ی ورود  تابع حلقوی تانژانت هيبربوليک، هرچقدر. در  + است1تا    -1  بازه 

  هرچقدر  و  ود شيم  کينزد  1به    شتر يبآن    ي، خروجدتر( باش)مثبت  تربزرگ

 .خواهد بود  کينزد  - 1به  تابع    يخروج   د،( باش تري)منف  ترککوچ  ورودی
 

 پيشرو  عصبي هایشبكه  3-3
يا    هيچندلاهای  نرون کنار يكديگر قرار بگيرند، نرون هيچندلاچنانچه  

ها در کنار  دهند. هر چيدماني از لايهرا تشكيل مي 8های عصبي همان شبكه

دهد. مثلاً چنانچه  يكديگر، يک نوع شبكه عصبي با کاربرد خاص ارائه مي

ی در کنار يكديگر چيده شوند که ورودی ابتدا وارد  اگونهبهچندين لايه  

ورودی لايه دوم محسوب شود    عنوان بهلايه اول گردد و خروجي لايه اول  

و دوباره ورودی لايه سوم، همان خروجي لايه دوم باشد و اين روند ادامه  

عصبي   شبكه  يک  را  حاصل  عصبي  شبكه  کند،   9پيشرو  هيچندلاپيدا 

ای از يک شبكه عصبي سه لايهِ پيشرو نشان  ، نمونه6. در شكل ]5[گويند  مي

های عصبي، هر لايه با  ، در اين نوع از شبكه6مطابق شكلاست.    شده داده 

ای از اين شبكه  گردد؛ امّا در منابع علمي، به لايهشماره آن لايه تعيين مي

مي حاصل  آن  از  خروجي  خروجيکه  لايه  مي  10شود،  به  گفته  و  شود 

نميورودی لايه  تعريف  در  که  ورودی ها  لايه  به    شده گفته  11گنجند،  و 

لايهلايه ديگر،  پنهان های  بيشتر  مي  12های  که  باشيد  داشته  توجه  گويند. 

های عصبي عملي به دليل کثرت محاسبات، دو تا حداکثر سه لايه  شبكه

شبكه لايه  دارند.  چهار  از  بيش  با  تصوير   جزبههايي  پردازش  مباحث  در 

 گردند. يافت مي ندرت به
 

 
 پيشرو  لايه سه عصبي شبكه يک . 6شكل

 

نرون   1Sورودی،   Rدارای تعداد    6در شكل   شده داده شبكه عصبي نشان  

  نرون در لايه سوم است )انديس  3Sنرون در لايه دوم و2Sدر لايه اول، 

7. Hyperbolic Tangent Sigmoid 

8. Neural Networks 

9. FeedForward Multi-Layer  

10. Output Layer 

11. Input Layer 

12. Hidden Layer 
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که مشخص است، يک شبكه    طورهمانبالانويس بيانگر شماره لايه است(.  

 های مختلف باشد.  تواند دارای تعداد متفاوت نرون در لايهعصبي مي

لايه از  يک  هر  خروجي  که  شود  )پنهان(  توجه  مياني    عنوانبههای 

بعدی   مي  مورداستفاده ورودی لايه  اين  قرار  از  دوم  بنابراين، لايه  گيرند. 

را   ميتنهابهشبكه  تکيي  شبكه  يک  با توان  )تعداد    1Sلايه  ورودی 

و نرون اول(  لايه  نرون  2Sهای  )تعداد  نظر  خروجي  در  دوم(  لايه  های 

2با ابعاد   2Wگرفت که دارای ماتريس وزن  1S S    است. ورودی لايه

است. اين    2a)بردار خروجي لايه اول( و بردار خروجي آن   1aدوم بردار 

 توان به طريق مشابه برای لايه سوم نيز تعريف نمود. پارامترها را مي

در لايه    6(، معادلات حاکم بر شبكه عصبي شكل1با استفاده از رابطه )

 ورودی عبارت است از: Rنرون و  1Sاول با  

1 1 1 1 1

1 1 1 1 1 1

1 1,1 1 1,2 2 1, 1

1 1 1 1 1 1

2 2,1 1 2,2 2 2, 2

1 1 1 1 1 1

1 2,1 ,2 ,

( ... )

( ... )

( ... )

R R

R R

RS S S S R S

a f w p w p w p b

a f w p w p w p b

a f w p w p w p b

 = + + + +


= + + + +


 = + + + +


 
(4) 

 و يا

1 1 1 1( )a f W p b= +  (5) 

 لايه اول برابر هستند با:  1bو بردار باياس  1Wماتريس وزن  کهیطوربه

1 1 1 1

1 1 1 1

1,1 1,2 1, 1

1 1 1 1

2,1 2,2 2, 21 1

1 1 1 1

,1 ,2 ,

,

R

R

S S S R S

w w w b

w w w b
W b

w w w b

   
   
   = =
   
   
     

 

 توان نوشت: ورودی نيز مي1Sنرون و  2Sمشابه، برای لايه دوم با  طوربه

1 1

1 1

2 2 2 2 1 1 2

2 2 2 1 2 1 2 1 2

1 1,1 1 1,2 2 11,

2 2 2 1 2 1 2 1 2

2 2,1 1 2,2 2 22,

2 2 2 1 2 1 2 1 2

1 2,1 ,2 ,

( ... )

( ... )

( ... )

S S

S S

S S S S S S S

a f w a w a w a b

a f w a w a w a b

a f w a w a w a b

 = + + + +

 = + + + +




= + + + +

 
(6) 

 و يا

2 2 2 1 2( )a f W a b= +  (7) 

 داريم:  کهیطوربه
3 3 3 2 3

3 3 2 2 1 2 3

3 3 2 2 1 1 1 2 3

( )

( ( ( )) )

( ( ( ( ( )) )) )

( , )NN

a f W a b

f W f W a b b

f W f W f W p b b b

f p 

= +

= + +

= + + +

=

 
(8) 

ي در حالت  شبكه عصب شود، يک  ( مشاهده مي8که در رابطه )   طورهمان

ساز تعريف شده(  کلي يک تابع خطي يا غيرخطي )بسته به نوع توابع فعال 

تر، يک شبكه  ها( است. به بيان دقيقها و باياسبا پارامترهای مجهول )وزن

دهد. پارامترهای  ها( انجام ميعصبي، يک نگاشتي را با اجزای ساده )نرون

ی تعيين  اگونهبهها، بايستي  ها و باياسمجهول اين شبكه عصبي، يعني وزن

های شبكه عصبي، مقادير مطلوبي را توليد کنند. مثلاً در  شوند که خروجي

های  ها و باياسسازی آزمايشي يک سيستم با شبكه عصبي، وزنبحث مدل 

ای تعيين شوند که خروجي شبكه عصبي تا حد ممكن به  گونهشبكه بايد به

واقعي/اندازه  سيستمخروجي  شده  خواهيم    گيری  ادامه  در  باشد.  نزديک 

تواند به  ها ميها و باياسديد که مسئله طراحي شبكه عصبي و تعيين وزن

دهنده ارتباط بين دنيای هوشمند  سازی تبديل شود که نشانيک مسئله بهينه

 و دنيای کلاسيک است. 

های  بسيار قدرتمند هستند و هر يک از لايه هيچندلاهای عصبي شبكه

دارند.   متفاوتي  نظر  اهيدولايک شبكه  مثال،  عنوانبهآن وظايف  در  را  ی 

يا حلقوی    کيبربول يتانژانت ه   یحلقوهای  بگيريد که لايه اول آن از نرون

باشند. اين شبكه    شده لي تشكهای خطي  لگاريتمي و لايه دوم آن از نرون

تواند هر تابع دلخواهي را با تعداد محدود نقاط ناپيوستگي تقريب عصبي مي

 . ]5[بزند  

های  های شبكه، تعداد نرونبا زياد شدن پارامترهای طراحي )تعداد لايه

ها(، شايد طراحي  ها و باياسساز هر لايه، مقادير وزنهر لايه، نوع توابع فعال 

يک شبكه عصبي کار بسيار دشواری به نظر برسد؛ اما اين مشكل چندان  

هدف    حلرقابليغهم   برای  که  باشيد  داشته  ياد  به  بايد  اولاً  زيرا  نيست. 

های شبكه عموماً دو است و  سازی آزمايشي يک سيستم، تعداد لايهمدل 

های آن نيز با توجه به خصوصيات مسئله تعيين  ها و خروجيتعداد ورودی

مسئله  مي اگر  بنابراين،  آنگاه    4دارای    مثالعنوانبهشوند.  باشد،  ورودی 

بود. به همين ترتيب، اگر  خواهد    4های شبكه عصبي نيز برابر  تعداد ورودی

خروجي مثلاً  تعداد  مسئله  خود   7های  آخر  لايه  در  عصبي  شبكه  باشد، 

توان گفت خصوصيات مطلوب  مي  تيدرنهانرون باشد.    7بايستي دارای  

تعيين خروجي،  فعال سيگنال  تابع  نوع  ميکننده  خروجي  لايه  باشد.  ساز 

بنابراين، طراحي يک شبكه تک لايه وابسته به پارامترهای مسئله است. اما  

مورد شبكه در  اين مطلب  بايد    هيچندلاهای عصبي  آيا  است؟  نيز صادق 

ها را  توان با توجه به پارامترهای مسئله، تعداد نروننمي  چراکه بگوييم خير.  

يک مشكل بزرگ   هيدولاهايي با بيش از  تعيين نمود. اين مسئله برای شبكه

های آتي، در باشد؛ ولي در بخشيو موضوع بسياری از تحقيقات علمي م

مدل  سيستمبحث  شبكهسازی  با  تعداد  ها  حداقل  و  حداکثر  عصبي،  های 

 تعيين خواهد شد.   هيدولاهای يک شبكه عصبي های مجاز برای لايهنرون

لايه تعداد  مورد  در  ميدر حالت کلي،  توان  های يک شبكه عصبي 

لايه هستند    3يا حداکثر    2شامل    مورداستفادههای عصبي  گفت: اغلب شبكه

سازی آزمايشي و يا بيشتر لايه در بحث مدل   4هايي با  از شبكه  ندرتبهو  

شود. از طرفي، استفاده از باياس  ها استفاده مي)شناسايي( و کنترل سيستم

در شبكه دلخواه است. اما بايد گفت که استفاده از آن با فراهم آوردن يک  

، از  طورمعمول بهشود.  تر شدن شبكه عصبي ميپارامتر بيشتر، منجر به قوی

فعال  لايهتابع  تمامي  برای  مشابهي  استفاده  ساز  عصبي  شبكه  پنهان  های 

بر اساس هدف و کاربرد شبكه عصبي،  ينبااشود.  مي فعال حال،  ساز  تابع 

فعال  توابع  با ساير  معمولاً  مغايرت ساز لايهلايه خروجي شبكه  پنهان  های 

مدل  برای  عموماً  تابع  دارد.  عصبي،  شبكه  با  کنترل  و  آزمايشي  سازی 
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لايهفعال  تانژانت  ساز  حلقوی  يا  لگاريتمي  حلقوی  نوع  از  پنهان  )های( 

شود.  ساز خطي استفاده ميهيبربوليک بوده و برای لايه خروجي از تابع فعال 

عصبي    های پنهان يک شبكههای لايهبه عنوان يک قاعده کلي، تعداد نرون

)نه بهينه( در    مناسبهای  با يكديگر برابر هستند. برای تشخيص تعداد نرون

 : ] 81، 5[توان از فرمول زير استفاده نمود لايه پنهان مي

( )

N

R M
=

+
 پنهان  هایلايه هاینرون تعداد 

  Mتعداد ورودی شبكه )برابر تعداد ورودی مسئله(،    Rها،  تعداد داده   Nکه  

ضريبي است که   تعداد خروجي شبكه )برابر تعداد خروجي مسئله( و

باشد و برای جلوگيری از  مي  10و    2مقدار آن در فرمول فوق، عددی بين  

 شود.شدن شبكه از آن استفاده مي 1برازش بيش

سازی مدل   در  عصبی  هایشبکه   کاربرد   -4

 ها سیستم آزمایشی

ادب  هيپا  ميمفاهبا    ييبدون آشنا  ي هر علم  یايورود به دن    مورد  ات يو 

مورد    خصوصبه  ست؛ين  ريپذامكانآن    گفتگو  در  موضوع  آن  که 

اصطلاحات در    همهنياوجود    لي از دلا  يكي  د يباشد. شا  ي عصب  یهاشبكه

  يعصب   یهاشبكه  یمتنوع برا  یکاربرد  یهاطهي و ح  اديحوزه، کاربران ز  نيا

قب  مدل لياز    ،یبند خوشه  ، یبندطبقه  ،يزمان  یهایسر  يني بشيپ  ، یساز: 

شناسا  صي تشخ تصو   ييالگو،  پردازش  جدول   باشد.  و...  ريچهره،    2در 

ها آورده  آن  ک يسبا اصطلاحات کلا  ي عصب  ی هامعادل شبكه  ی هاعبارت

 شده است. 
 

 کلاسيک  اصطلاحات  با عصبي هایشبكه معادل هایعبارت . 2جدول

 اصطلاح کلاسیک  های عصبیاصطلاح شبکه

 مدل )تابع(  شبكه

 تخمين  يادگيری )آموزش(

 رگرسيون  2يادگيری با نظارت 

 4يابي درون 3تعميم 

 6مشاهدات 5های آموزشيمجموعه داده 

 پارامترها  ها باياس ها و وزن

 متغيرهای مستقل   ها ورودی 

 متغيرهای وابسته  ها خروجي

 

خروجي )اسكالر(    aبردار ورودی و    pيک شبكه عصبي چندلايه با 

توان مطابق  (، در حالت کلي اين شبكه را مي8در نظر بگيريد. مطابق رابطه )

 زير توصيف نمود: 

 
1. Overfit 

2. Supervised Learning 

3. Generalization 

( | )NNa f p =  (9) 

در حالت کلي يک تابع غيرخطي بوده و ترکيبي از توابع   NNfکهیطوربه

سازی  باشد. در بحث مدل های هر لايه ميبرای نرون  شده فيتعرساز  فعال 

( معادله  عصبي،  شبكه  با  مفروض  سيستم  يک  نقش  9آزمايشي  همان   )

مي  ايفا  را  مدل  وزنساختار  و  باياسکند  و  نيز  ها  پارامترهای    عنوانبهها 

)مجهول به( بايستي  که  هستند  مدل  که  گونهساختار  شوند  تعيين  ای 

)در   باشد  سيستم  واقعي  خروجي  به  نزديک  بسيار  )مدل(  شبكه  خروجي 

 آل برابر باشند(.  حالت ايده 

های ديناميكي  ها در شناسايي سيستمترين ساختار مدل يكي از متداول 

 :زير استا  NARX، ساختار SISOغيرخطي و فشرده 

[ ] ( [ 1],..., [ ], [ ],..., [ ])

[ ]

y k f y k y k n u k u k m

e k

= − − −

+
 (10) 

يک تابع غيرخطي    fخروجي سيستم بوده و    yورودی و    u  که یطوربه

های گذشته  است که رابطه رياضي بين خروجي فعلي با ورودی  نامعلومو  

کند. توجه داريم های گذشته را توصيف مي)و فعلي( و همچنين خروجي

اگر   از  fکه  تابعي  ] فقط  ]u k باشد( [ ] ( [ ]) )y k f u k  رابطه  ،

بود که مي( توصيف10) استاتيكي خواهد  را  کننده يک سيستم  توان آن 

مدل  سيگنال برای  روشسازی  همه  در  داد.  تعميم  نيز  يقيني  های  های 

سيستممدل  آزمايشي  حقيقت  سازی  در  اصلي  هدف  غيرخطي،  های 

تابع    تخمين/تقريب ساختار    fزدن  )  شده ارائه  NARXدر  رابطه  (  10در 

زدن تابع  ای که خطای اين تخمين کمينه باشد. جهت تقريبگونهاست، به

f    ساختارNARX  شبكه يک  از  استفاده  که    پرواضحعصبي    با  است 

های اين تابع باشد. بنابراين، های شبكه عصبي بايستي همان ورودیورودی

 کنيم:تعريف مي

1 1 1[ ] [ [ ] [ ] [ ] [ ] ]

[ [ 1] [ ] [ ] [ ] ]

T
n n n m

T

p k p k p k p k p k

y k y k n u k u k m
 

توجه داشته باشيد که با تعريف بردار ورودی شبكه مطابق فوق، مجموعه  

 های آموزشي شبكه نيز برابر خواهند بود با: داده 

1 1{( [ ], [ ])} {( [ ], [ ])}N N
k ku k y k p k y k 

اين صورت،   ]شبكه عصبي پارامترهای  در  ] ( [ ] | )NNa k f p k 

k,...,1,2ای تعيين شوند که در هر گام زماني گونهايستي بهب N  ،  با

گيری شده از سيستم مفروض به شبكه عصبي،  اعمال مقادير ورودی اندازه 

گيری شده از سيستم  مقادير خروجي اندازه به  مقادير خروجي شبكه عصبي  

در  خطای خروجي شبكه )مدل(    ، اگريگردعبارتبهبسيار نزديک باشد.  

 زير تعريف کنيم: صورتبههر گام زماني را 

[ ] [ ] [ ] [ ] ( [ ] | ) ,

{1,2,..., }

NNk y k a k y k f p k

k N

 (11) 

4. Interpolation 

5. Training Set 

6. Observations 
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,...,1,2}بايستي به طريقي سعي کنيم که به ازای هر }k N،[ ]k 

 توانها ميمترين مقدار را داشته باشد. تنها پارامترهايي که با تنظيم آنک

[ ]kوزن کرد،  کمينه  باياسرا  و  )ها  شبكه  بنابراين، های  هستند.   )

)يشبكه عصبپارامترهای   به ( ازای هرگونهبايد  به  تعيين شوند که  ای 

{1,2,..., }k N،[ ]k  را زير  تابع هزينه  منظور،  بدين  کمينه شود. 

 گيريم:مجموع مربعات خطا تعريف شده است، در نظر مي صورتبهکه 

2 2

1 1

[ ] ( [ ] ( [ ] | ) )
N N

NN

k k

J k y k f p k  (12) 

که  همان هر کنيديم  ملاحظه طور  ازای  به  هزينه  تابع  اين  در   ،

{1,2,..., }k N  گيری شده اندازه   يخروج، مقدار[ ]y k   مقدار از

]يعني شبكه    يخروج ]a k    رسانده شده است  2سپس به توان  و  کم شده  

]مقدار ورودی شبكه هر    یبه ازا)يعني   ]p k    1,2با,...,k N  ، يک 

شدهاندازه   يخروجمقدار   )گيری  1,2,..., ; [ ])k N y k يک  ،

عصبي  شبكه  خروجي  )مقدار  1,2,..., ; [ ])k N a k  جهي درنتو  

برای    يک مدلخطامقدار  )ی  1,2,..., ; [ ])k N kيم خواه  

  یهم جمع شده و خطا ها با نمونه  مدل در همه  یسپس مقدار خطا(.  داشت

درک  ، بيترتنيابهاست.    شدهمحاسبهشبكه   شبكه    ينسب  يما  عملكرد  از 

عملكرد    شكل که هرچقدر خطا کمتر باشد، احتمالاً  ينبه ا  ،داشت  يمخواه

ب خطا  که  هرچقدر  و  است  بهتر  خوب   يشترشبكه  عملكرد  شبكه    يباشد، 

شبكه عصبي با استفاده    1، مسئله آموزش يا يادگيریجهي درنت  نخواهد داشت.

داده  مجموعه  )داده از  آموزشي  اندازه های  را  های  سيستم(  از  شده  گيری 

 سازی زير در نظر گرفت: توان معادل حل مسئله بهينهمي

 

2

1

min min ( [ ] ( [ ] | ) )
N

NN

k

J y k f p k  (13) 

بسته به اينكه تابع دانيم  مي
NNfسازی  خطي يا غيرخطي باشد، مسئله بهينه

و مقادير بهينه پارامترهای    است  حلقابل  3يا عددی   2تحليلي   صورتبهفوق  

باياسمجهول شبكه )وزن بيانگر اين  مي  به دستها(  ها و  آيند. قضيه زير 

برای   که  است  آزمايشيمدل حقيقت  با  سيستم  سازی  غيرخطي  های 

يک تابع غيرخطي خواهد بود. بنابراين، برای حل    NNfهای عصبي،  شبكه

   سود جست. سازی عددی  های بهينه(، بايستي از روش13سازی )مسئله بهينه

اول آن از    هيکه لا  ديريرا در نظر بگ  7شكل   شرويپ  هيدولاشبكه    ( 1ه قضی

دوم آن    هيو لا(  يتم يلگار  یحلقو   اي)  کيبربوليتانژانت ه  یحلقو   یهانرون

نرونباشند.    شدهليتشك   ي خط  نرون يک  از   مناسب تعداد  انتخاب  های  با 

وزن بهينه  مقادير  تعيين  و  شبكه  اين  پنهان  باياسلايه  و  شبكه    نياها،  ها 

)دلخواهپيوسته  هر تابع    تواند يم  يعصب )y f p   با: Rf 

 . ]78، 5[ بزند بيتقررا 
 

 
1. Learning 
2. Analytical 
3. Numerical 

 
متشكل از  و دوم به ترتيب اول   هي: لاهيبا دولا شرويپ  يشبكه عصب ک ي. 7شكل

 خطي و  ي كيبربوليتانژانت ه یحلقو یهانرون 
 

 لايه   دو  عصبي  شبكه   يک  پنهان  لايه  هاینرون   تعداد   تعيين  4-1

خروجي را در نظر    Mورودی و    Rبا تعداد    هيدولا  شرويپشبكه عصبي  

)پنهان( و 1Sبگيريد که شامل اول  نرون در لايه دوم   2Sنرون در لايه 

بايد  که  است  پرواضح  است.  2S)خروجي(  M   چگونه اما  باشد. 

 ، را تعيين نمود؟ 1Sهای لايه پنهان، مقدارتوان تعداد نرونمي

  های لايه های متعددی برای تعيين مناسب )نه بهينه( تعداد نرونروش

  ذکرشده] 81،  5[است. مثلاً در    شنهادشدهيپ  هيدولاپنهان يک شبكه عصبي  

 های زير توان تحت يكي از روشهای لايه پنهان را مياست که تعداد نرون

 تعيين نمود:  

)1های لايه پنهان تعداد نرون .1 )Sبين تعداد ورودی( )R  و تعداد

)خروجي )M.باشد 

2. 1 2
( )

3
S R M 

3. 1 2S R 

4. 1

( )

N
S

R M
که    ،N  نمونه داده  تعداد  مجموعه  های 

 است.  [2,10]ضريب ثابتي در بازه   آموزشي بوده و 

5. 1 1
( )

2
S R M 

 

اگر برای لايه پنهان، تعداد نرون کمتری انتخاب شود،  توجه داشته باشيد که  

که اگر تعداد زيادی نرون را انتخاب  يدرحالشود.  مي   4برازش منجر به کم

، واريانس بالا و افزايش زمان لازم  5برازش کنيم، ممكن است منجر به بيش

 برای آموزش شبكه شود.  

  های شبكه   آموزش  در  آن  کاربرد  و  عددی  سازیبهينه   4-2

 عصبي

سازی عددی، تكرار يک الگوريتم ساده برای رسيدن  منظور از بهينه

است.   هزينه  تابع  در  بهينه  نقطه  که  الگوريتم  برخلافبه  تحليلي  های 

های مشتق يا گراديان، نقطه بهينه را  مستقيم و کلي از روی ريشه  صورتبه

4. Underfitting 

5. Overfitting 
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الگوريتمتعيين مي بهينهکنند، در  بهينه  های  نقطه    صورت بهسازی عددی، 

سازی  های بهينهشود. الگوريتممحاسبه مي  چند مرحلهو در طي    1تكراری

مختلف   علوم  در  زيادی  اهميت  امروزه  در    اند کرده   داي پعددی،  و 

سيستمبهينه مي  وفور بهها  سازی  اين  استفاده  از  رايج  مثال  يک  شوند. 

شبكه بخش  کاربردها،  در  است.  عصبي  شبكه  3های  در  که  های  ديديم 

عصبي، تعداد زيادی پارامتر وجود دارند که بايد به صورتي انتخاب شوند  

قبل   از  که  دلخواهي  سيستم  همانند  عصبي  شبكه  است،    شده مشخصکه 

رفتار کند. به همين دليل، تابع هزينه به صورت مجموع مربعات خطا )بين  

مي  تعريف  عصبي(  شبكه  و  واقعي  سيستم  روی  خروجي  از  و  شود 

برای  سازی/حداقلکمينه پارامترهای ممكن  بهترين  تابع هزينه،  اين  سازی 

استفاده  سازی با شوند. حل تحليلي اين مسئله بهينهشبكه عصبي انتخاب مي

سيستم،   زياد  بسيار  پيچيدگي  دليل  به  گراديان،  و  زمان  معمولاًاز  بوده  بر 

نيست.  امكان  اصلاًگاهي   از    جه يدرنت پذير  استفاده  جايگزين،  روش 

 سازی عددی است.  های بهينهالگوريتم

سازی عددی  های بهينههای عصبي از الگوريتمامروزه در همه شبكه

بهينه آنبرای  پارامترهای  آموزش شبكه  سازی  آن  به  اصطلاح  در  )که  ها 

 کنند. شود( استفاده ميعصبي نيز گفته مي

 سازی عددی وجود دارند که از  ای برای بهينههای گسترده الگوريتم

سريعمي  هاآن   نيترمهم الگوريتم  به  نزولتوان  نيوتن 2ترين  الگوريتم   ،3 ،

  هرکدام .  ]82-83[و ... اشاره کرد    5، الگوريتم ژنتيک 4الگوريتم مومنتوم 

سازی بهترين عملكرد  ها برای دسته خاصي از مسائل بهينهاز اين الگوريتم

خواهيم آن را حل سازی که ميرا دارند و ما بايد با توجه به نوع مسئله بهينه

ساز را انتخاب کنيم. در ادامه به تشريح برخي  کنيم، بهترين الگوريتم بهينه

 سازی خواهيم پرداخت.های بهينهاز اين روش

های کلاسيكي هستند  های گرادياني يكي از روشها يا روشالگوريتم

گيرند. اصول کار اين  قرار مي  مورداستفاده   6سازی محلي که در مسائل بهينه

گراديان روش چون  مفاهيمي  پايه  بر  بيشتر  هسين   7ها  است.    بناشده   8و 

کند به مقادير بهينه محلي  الگوريتم با دريافت يک حدس اوليه، سعي مي

 همگرا شود.  

:رهيچندمتغتابع  nJ  :زير را در نظر بگيريد 

1 2( ) ( , ,..., )nJ z J z z z  (14) 

 برابر است با: nzگراديان اين تابع نسبت به بردار  

1

( )

( )

( )

n

J z

z

J z

J z

z

 
(15) 

 
1. Iterative 

2. Steepest Descent 

3. Newton 

4. Momentum 

5. Genetic 

)*در يک نقطه برابر با صفر شود  Jچنانچه گراديان تابع   ( ) 0 )J z

،*z  ايستا نقطه  )کمينه  9را  بحراني  نقطه  بيشينهيا  يا  نقطه  کننده  يا  کننده 

مي10زيني شرط(  که  بهنيه  لازم  گويند  تابع  برای  است.    Jسازی 

اگر گريدعبارتبه  ،*z  تابع  يک کمينه برای  محلي  آنگاه    Jکننده  باشد، 
*( ) 0J z .است 

 گردد:نيز به صورت زير تعريف مي Jاز طرفي، ماتريس هسين تابع 
2 2 2

2

1 1 2 1

2 2 2

2 2

2 1 2 2

2 2 2

2

1 2

( )

n

n

n n n

J J J

z z z z z

J J J

H J z z z z z z

J J J

z z z z z

 
(16) 

کافي   تابع  بهينه  منظوربهشرط  بحراني:    Jسازی  نقطه  نوع  )تعيين 

بيشينهکمينه آن کننده،  هسين  ماتريس  از  استفاده  با  زيني(،  نقطه  يا  کننده 

مي تابع  مشخص  هسين  ماتريس  اگر  نقطه   Jگردد.  ماتريس   z*در  يک 

است.  z*دارای يک نقطه کمينه محلي در  Jتابع    آنگاه مثبت معين باشد،  

دارای يک    J، تابع  z*همچنين، با منفي معين بودن ماتريس هسين در نقطه 

مقادير   یهم دارا ن،يهس  سياگر ماترخواهد بود.   z*نقطه بيشينه محلي در

باشد، آنگاه اين نقطه يک   z*های مثبت و هم منفي در نقطهويژه با علامت

شود. در غير اين صورت، ماتريس  در نظر گرفته مي Jنقطه زيني برای تابع 

هسين کارايي نخواهد داشت. به همين منظور، به قضيه زير توجه کنيد که  

 دنبال کنيد.  ]82[توانيد در مرجع اثبات آن را مي
 

:فرض کنيد که تابع   (2قضیه  nJ پذير باشد. اگردو بار مشتق
*zرابطه کمينه در  و  باشد  محلي  )*کننده  ) 0J z    ،کند صدق 

يک ماتريس نيمه مثبت معين است    z*در نقطه   Jآنگاه ماتريس هسين تابع  
2 *( ( ) 0)J z. 

ترين نزول و  ، در ادامه دو الگوريتم عددی سريع2با استفاده از قضيه

 شود. سازی محلي يک تابع تشريح مينيوتن جهت بهينه
 

 نزول  ترينسريع الگوريتم 4-2-1
نزول سريع به    ريتكرارپذ  یساز نهيبه  تميالگور  کي  ترين  که  است 

  نجايرا محاسبه کرد. در ا  موردنظرتابع    کي  نهيمقدار کم  تواني کمک آن م

 . است هزينه ، همان تابع موردنظرتابع 

تصور  کنيم.  تشريح مي  ترين نزول را با يک مثال ساده سريعالگوريتم  

کوه    غياز ست   د يخواه يو م  ديهست  ی رواده يکه در کوهستان مشغول پ  ديکن

  ي که چه موقع  د يشو يبودن هوا متوجه نم   آلودمهبه علت    يول ،  دي به دره برس

6. Local Optimization 

7. gradient 

8. Hessian    
9. Stationary Point 

10. Saddle Point 
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.  رديگيکمک م  یريو سراز  نيزم   بياز ش ،  8مطابق شكل .  دياده ي به دره رس

  رايز،  شما بلند است  ی هاراه گام  ی . در ابتدادييآيم  نييبه پا  یرياز سراز

  ص ي در تشخ  دقتبه  اج يکه هدف )دره( دور از شما قرار دارد و احت  ديدانيم

که به    د ي فهميم  ، شوديم  ميملا  ب يکه ش  ي زمان  ي. ول ديخود ندار  ت يموقع

  . ديکن دا ي تا دره را پ د يرا کوتاه بردار تان يهاگام د يو با د ياشده  کيدره نزد

  ميتنظ   يفعل  تيموقع  بر اساسرا    تانیبعد  تيدر هر گام، موقع  بيترتنيابه

  ی مشخص است که گام بعد  وهي ش  ني. به اديخارج نشو   ريتا از مس  ديکنيم

ها را با کاهش  کاهش طول گام  ،حالت   نيدارد. در ا  ي بستگ  ي شما به گام قبل

،  ن هنگاميوجود ندارد. در ا  يبيش  گريکه د  يتا زمان  دي کنيهماهنگ م  بيش

بود، رس است که در    یزيعملكرد همان چ  نيا  .دياده يبه دره که هدفتان 

ترين نزول  سازی عددی مبتني بر گراديان از قبيل سريعهای بهينهتميالگور

 . ]77[ دهد يرخ مو نيوتن 

سريع الگوريتم  نقطه  در  نزول،  )تابع   کننده  نهي کمترين  )J z  حل با 

 آيد:مي به دست معادله بازگشتي زير 

1k k k kz z g  (17) 

 
 ]77[  ساده مثال يک  با  نزول ترينسريع  روش تشريح . 8شكل

 

)برابر با مقدار گراديان تابع kgکه )J z در نقطهkz z   است )که

روی در کوهستان را دارد(. همان نقش مقدار شيب سرازيری در مثال پياده 

 :گريدعبارتبه

( )|
kk z zg J z  (18) 

( يادگيری   k(،  17در رابطه  بر اساس    1به نرخ  معمولاً  معروف است و 

 گردد.تجربه تعيين مي
 

 نيوتن  الگوريتم 4-2-2
)کننده تابع سازی عددی نيوتن، نقطه کمينهدر الگوريتم بهينه )J z  

 آيد:مي به دست با حل معادله بازگشتي زير 

1 2

1 ( ) ; ( )|
kk k k k k z zz z H g H J z  (19) 

 
1. Learning Rate 

)ترين صعودسريعکه مشابه الگوريتم   )|
kk z zg J z    است. توجه

که   يادگيریجابهنيوتن،    روش  درداريم  نرخ  )ی  )k  الگوريتم در 

)ترين نزول، از معكوس ماتريس هسين تابع سريع )J z شود.  استفاده مي 

سازی عددی از  های بهينهبرای مطالعه بيشتر و آشنايي با ساير الگوريتم

 .را مطالعه کنيد ]77[قبيل الگوريتم مومنتوم، ناحيه اطمينان و ...، مرجع 
 

  عددی   سازیبهينه   هایروش  با  عصبي  هایشبكه  آموزش  4-3

 کلاسيک 

گفته شد، ما در آموزش شبكه عصبي    4که در شروع بخش    گونههمان

تغيير بدهد )اصلاح    قدرآنها را  ها و باياسبه الگوريتمي نياز داريم که وزن

( کمينه گردد. توجه داشته باشيد که  13در ) شده فيتعرکند( تا تابع هزينه 

ها به جواب برسيم. در مسائل  ها و باياسلزومي ندارد با يک بار تغيير وزن

است   ممكن  و  بهينه  نديفراپيچيده  تكرار شود  بار    تيدرنهاسازی هزاران 

 برسد نه خطای صفر!.  قبول قابلتازه به يک خطای 

های  روشهای آموزش/يادگيری شبكه عصبي به بيان ساده، الگوريتم

هستندبهينه عددی  وزن  سازی  محاسبه  جهت  باياسکه  و  شبكه  های  ها 

ميعصب استفاده  شكلي  مطابق  يادگيری،  9شوند.  نظارتهای  در  ،  با 

گيری شده  اندازه   ورودی و خروجيهای  آموزشي )داده های  مجموعه داده 

ورودی  های  داده   یازابهگردد. سپس خروجي شبكه  دريافت مي  (از سيستم

از  محاسبه مي  آموزشي با تفاضل آن  ، آموزشيخروجي  های  داده شود و 

  الگوريتم آموزش شبكه گردد. بر اساس اين خطا،  خطای شبكه محاسبه مي

)به   اين خطا  کاستن  در جهت  و خطا  به سعي  کاستن    ترقيدق   انيبشروع 

ها و  نمايد تا به مقادير وزنبر اساس خطا( مي  شدهيفتعرمقدار تابع هزينه  

 هايي که به جواب مسئله نزديک است، همگرا شود. سبايا
 

 
  الگوريتم يک  توسط  عصبي  شبكه هایباياس و هاوزن  تنظيم  روش. 9شكل

 آموزش
 

کاربرد اصلي و اوليه هر شبكه عصبي، آموزش يا فراگيری تعدادی  

داده  )مجموعه  موجود  پيش  از  وزننقطه  تنظيم  با  آموزشي(  و  های  ها 

ميباياس عصبي  شبكه  آموزش،  از  پس  است.  محاسبه  ها  برای  تواند 

ورودی   هر  تعميم   دلخواه خروجي  )بحث  شود  شبكه  2استفاده  های  در 

تابع    کيمانند    توانديم  شدهداده آموزش   يعصبعصبي(. يعني اينكه شبكه  

 کند.  ينيب شيرا پ ستميس يخروج ،دلخواه  ی هر ورود  یعمل کند و به ازا

2. Generalization 
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روش کمک  با  بخش،  اين  ادامه  سريعبهينه  در  نزول،  سازی  ترين 

های شبكه عصبي )آموزش شبكه عصبي(  ها و باياسچگونگي محاسبه وزن

 شود.  تشريح مي

سازی کلاسيک مطرح  های بهينهتوجه داشته باشيد که با ديگر روش

ها  های مشابهي را برای محاسبه وزنتوانيد فرمول شده در بخش قبلي نيز مي

 ها استخراج کنيد.  و باياس
 

 نزولي  گراديان  آموزشي الگوريتم 4-3-1
نزولي گراديان  آموزشي  پرکاربردترين  اساسي  1الگوريتم  و  ترين 

بهينه که  مي  حساببهسازی  الگوريتم  آموزش    طوربهآيد  در  گسترده 

سازی  شود. گراديان نزولي به الگوريتم بهينههای عصبي استفاده ميشبكه

 شود که به مشتق مرتبه اولِ تابع هزينه بستگي دارد.  مرتبه اول گفته مي

داده  مجموعه  که  کنيد  عصبي  فرض  شبكه  آموزش  برای  که  هايي 

 زير داده شده باشند:  صورتبهموردنياز است، 

1{( [ ], [ ])} {( [1], [1]),..., ( [ ], [ ])}N
kp k y k p y p N y N 

ها )پارامترهای شبكه  ها و باياسدر مرحله آموزش يک شبكه عصبي، وزن

,...,1,2}ی محاسبه شوند که برای هر اگونهبهعصبي( بايد  }k N ، 

 ( کمينه گردد؛ يعني13)تابع هزينه تعريف شده در 

2

1

min min ( [ ] ( [ ] | ) )
N

NN

k

J y k f p k 

  که يدرصورتشامل ضرايب وزن و باياس شبكه عصبي است.    که بردار 

 تعريف کنيم: 

[ [1] [2] [ ] ]

[ [1] [2] [ ] ]

[ ] [ ] [ [1] [2] [ ] ]

T

T

T

y y y y N

a a a a N

y k a k N

 

 توان به فرم زير بازنويسي نمود: ( را مي13در رابطه ) Jآنگاه تابع هزينه 

2

1

[ ]
N

T

k

J k  (20) 

ترين نزول، چنانچه در هر تكرار )گام(، وزن  سازی سريعبر طبق روش بهينه

( هزينه  تابع  شود،  محاسبه  زير  بازگشتي  رابطه  طبق  بر  عصبي  (  20شبكه 

 گردد:کمينه مي

1k k kW W g  (21) 

رابطه،  اين  پيچيده  تابع    واقع درkgاست.    kgبخش  گراديان    Jهمان 

 توان نوشت: نسبت به متغير وزن است. بنابراين مي

k

k

J
g

W
 (22) 

قانون زنجيره  توان بسط داد )بدون از دست  ( را مي22ای، رابطه )بر طبق 

انديس   سهولت،  جهت  مسئله،  کليت  بعدی    kرفتن  روابط  در  را 

 نويسيم(:نمي

 
1. Gradient Descent 

J J n
g

W n W
 (23) 

  هيدولاسازی آزمايشي سيستم، شبكه عصبي را شامل  اگر برای هدف مدل 

توان با يک شبكه  ای را ميکه هر تابع پيوسته  1فرض کنيم )با استناد به قضيه

فعال   هيدولاعصبي   توابع  تانژانت  با  حلقوی  يا  لگاريتمي  حلقوی  ساز 

هيبربوليک برای لايه اول و خطي برای لايه دوم تقريب زد( و ورودی لايه  

0pاول  a  1و ورودی لايه دوم همان خروجي لايه اول، يعنيa  ،باشد ،

 آنگاه خواهيم داشت: 
1 1 0 1 2 2 1 2,n W a b n W a b 

باشد   mاگر   لايه  شماره  )بيانگر  1,2)mمي صورت  اين  در  توان  ، 

 نوشت: 

1
0

1
1

2
1

2

m
m

m

n
a

nW
a

Wn
a

W

 
(24) 

 حال اگر برای هر لايه تعريف کنيم: 

m

m

J
s

n
 (25) 

 ها برابر خواهد شد با: آنگاه رابطه بازگشتي جهت محاسبه وزن

1

1 ( )m m m m T

k kW W s a  (26) 

ام  mنمادی از حساسيت لايه   msشود؟چگونه محاسبه مي msاما مقدار

رابطه  چراکهآيد. مي به دست 2انتشارشبكه است و با استفاده از مفهوم پس
ms    .بازگشتي است به2s،گر يدعبارتبهيک رابطه  با لايه دوم  متناظر 
1s   و بوده  وابسته  اول  همان 1sلايه  يا  اول  لايه  به  است.    0sنيز  وابسته 

 msای برای محاسبه جهت واضح شدن اين مفهوم، دوباره از قانون زنجيره 

 کنيم: استفاده مي

1

1

( )( )

T
m

m

m m m

III

J n J
s

n n n

 
(27) 

(، برابر تفاضل  20در )  شده فيتعرحتماً توجه داريد که تابع هزينه خطای  

، مشتق تابع هزينه نسبت به  رونيازا مقدار واقعي و خروجي لايه آخر است.  

 است.  ظاهرشده (  27لايه آخر در رابطه ) 

)برای ترم اول  )I  ( مي27در رابطه ):توان نوشت 
1 1 1

1
1

( )

( ) ( )

m m m m

T
m

m m m T

m

n W F n b

n
F n W

n

 
(28) 

)که در اين رابطه، )m mF n   ساز لايه مشتق تابع فعالm    ،است. از طرفي

)برای ترم دوم  )II ( نيز طبق تعريف داريم:27در رابطه ) 

2. Backpropogation 
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1

1

m

m

J
s

n
 (29) 

 ( خواهيم داشت: 27( در رابطه ) 29( و )28بنابراين، با جايگذاری روابط )

1 1( ) ( )m m m m T ms F n W s  (30) 

به محاسبات لايه    mبا توجه به رابطه فوق، پرواضح است که محاسبات لايه  

1m+  ( رابطه  در  ارائه شده  تعريف  طبق  است.  برای 25وابسته   ،)1ms

 توان نوشت: مي

1

1 1 1

1 1

( )
2 ( )

2 ( ) ( )

T
m

m m m

m m

J a
s y a

n n n

F n y a

 
(31) 

1که در اين رابطه،  1( )m mF n   1ساز لايه  مشتق تابع فعالm+    است. اين

ي  شبكه عصب  توان برای تعيين رابطه بازگشتي باياسروند محاسبات را مي

 نيز انجام داد. 

 بندی، برای آموزش يک شبكه عصبي  جمع عنوانبهخلاصه و  به طور

لايه به روش گراديان نزولي، از روابط بازگشتي زير جهت محاسبه    Mبا  

 شود:های هر لايه استفاده ميها و باياسوزن
1

1

1

( )

, 1,..., 2,1

m m m m T

k k

m m m

k k

W W s a

b b s

m M M

 
(32) 

 نرخ يادگيری است.شبكه و   m-1خروجي لايه   1maدر اين روابط

sآخر  ن لايه  برای  که  است  شبكه  حساسيت  از  لايه  Mمادی  ساير  ها و 

 شود: زير تعريف مي صورتبه

1 1

2 ( ) ( )

( ) ( )

1, 2,..., 2,1

M M M

m m m m T m

s F n y a

s F n W s

m M M

 
(33) 

نمادی از    Fخروجي واقعي است. همچنين،   yخروجي شبكه و   aکه  

يک ماتريس قطری به فرم    صورتبهساز هر لايه است که  مشتق تابع فعال 

  شود:زير تعريف مي

1

2

( ) 0 0

0 ( ) 0
( )

0 0 ( )m

m m

m m

m m

m m

S

f n

f n
F n

f n

 
(34) 

( روابط  که  باشيد  داشته  ) 32توجه  تا  مي34(  را  آموزش  (  برای  توان 

های عصبي با هر تعداد لايه استفاده نمود. توجه داشته باشيد که حتي  شبكه

( روابط  استخراج  )32بدون  تا  و  34(  طور(  بهره   به  با  از  مستقيم  گيری 

توان به آموزش  معرفي شد نيز مي  2- 4سازی که در بخشهای بهينهروش

 های عصبي پرداخت.  شبكه
 

 1ي با مومنتوم نزول ان يگراد يآموزش تميالگور 2-3-4

 
1. Momentum 

گراديان  آموزشي  الگوريتم  شد،  گفته  قبل  بخش  در  که  همانطور 

اصلي شبكهنزولي  آموزش  برای  روش  برای  ترين  اما  است،  عصبي  های 

مي لذا  است.  کنُد  عملي  الگوريتمکاربردهای  از  با   توان  نزولي  گراديان 

 استفاده نمود.  مومنتوم 

های  ها و باياس، وزنمومنتومدر الگوريتم آموزشي گراديان نزولي با  

 شوند: شبكه عصبي طبق روابط زير محاسبه مي
1

1 (1 ) ( )

, 1,..., 2,1

m m m m T

k kW W s a

m M M

 (35) 

 

1 (1 ) ;

, 1,..., 2,1

m m m

k kb b s

m M M

 (36) 

اين  پارامتر تا يک است.  بين صفر  مقدار آن  نام دارد و  مومنتوم 

پارامتر نمادی از حافظه و جهت تعيين سهم محاسبات قديم وزن و باياس  

 ي وزن و باياس جديد است.  روزرسانبهدر 
 

 نيوتن  آموزشي الگوريتم 4-3-3
قبلي فرض شده بود    شده ارائههای آموزشي  تاکنون در همه الگوريتم

که بايد تابع خطای زير که اختلاف بين خروجي مطلوب و خروجي شبكه  

 حداقل شود:  گذرعصبي است، در هر 

( [ ]) [ ] ( [ ] [ ]) ( [ ] [ ])T TL k k y k a k y k a k  (37) 

(، مقدار کمينه  2- 4سازی عددی ديديد )بخشکه در بخش بهينه  گونههمان

بود. بر طبق اين    محاسبه قابلترين نزول اين تابع از الگوريتم بازگشتي سريع

ي نمود تا به حداقل تابع خطا  روزرسانبهزير    صورتبهها را  روش، بايد وزن

 رسيد: 

1k k kW W g  (38) 

خطا  تابع  گراديان  محاسبه  از  پس  بازگشتي  الگوريتم  اين  )نتيجه  )kg ،

الگوريتم آموزشي گراديان نزولي خواهد بود که در بخش گذشته معرفي  

اما   علي  متأسفانهشد.  الگوريتم  است.  اين  کنُد  مناسب،  همگرايي  رغم 

ها  ی عددی نيوتن استفاده نمود و وزنسازنهيبه توان از روش  بنابراين، مي

 آورد:  به دستزير  صورتبهرا 

1

1 ( )k k k kW W H g  (39) 

)نتيجه اين الگوريتم بازگشتي پس از محاسبه گراديان تابع خطا   )kg 

)1و معكوس ماتريس هسين  )kH  الگوريتم آموزشي نيوتن است. رابطه ،

 ( است.  39ها نيز مشابه رابطه )بازگشتي برای تعيين باياس
 

 2مارکوارت -لونبرگ  آموزشي الگوريتم 4-3-4
هسين    متأسفانه ماتريس  معكوس  به  نياز  نيوتن  آموزشي  الگوريتم 

1( )kH    لذا روش پيچيده و دشوار است.  معمولاً  دارد که محاسبه آن 

2. Levenberg–Marquardt 
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لونبرگ مي-آموزش  گفته  کار  به  اثبات  ]5[  شودمارکوارت  بدون  اگر   .

 قبول کنيم که 

[ ]
2 [ ]k

k

k
g k

W

 (40) 

2 2T

k k kH J J A  (41) 

اين روابط،  )که در  [ ] / )k kJ k W    بوده و ماتريس ژاکوبين 

به وزن نسبت  اول خطای شبكه  مشتق  با  برابر  تعريف،  باياسطبق  و  ها  ها 

  صورت بهمارکوارت  -است. در اين صورت، الگوريتم آموزشي لونبرگ

  شود:زير تعريف مي

1

1 ( ) [ ]T T

k k k k k kW W J J I J k  (42) 

 کنيد،  که ملاحظه مي  طورهمانيک عدد ثابت است.    kکه در اين رابطه، 

اين الگوريتم آموزشي مزيت هر دو روش نيوتن و گراديان نزولي را دارد؛  

مي  0kاگر  چراکه حاصل  نيوتن  الگوريتم  اگر باشد،  و   kشود 

 شود.  بزرگ باشد، الگوريتم گراديان نزولي با نرخ يادگيری پايين ايجاد مي

لونبرگ   الگوريتم  از   –در عمل،  مقدار کوچكي  با   kمارکوارت 

شود. اگر اين انتخاب منجر به کاهش تابع هزينه نشود،  شروع مي  0.01مانند  

افزايش با  دوباره  فعلي  بهره   kگام  برای  قبلي(  برابر  ده  از  )مثلاً  گيری 

، وقتي تابع هزينه  تيدرنهاشود.  خواص الگوريتم گراديان نزولي تكرار مي

کاهش  با  بعد  مرحله  برای  يافت،  ي  kکاهش  برای    دهمک)مثلاً  قبل( 

 شود.  گيری از خواص الگوريتم نيوتن، محاسبه انجام ميبهره 

چهار الگوريتم    از  ر يغ  بهدر انتهای اين بخش بايستي اشاره نمود که  

نيوتن     –گراديان نزولي با مومنتوم    -آموزشي مطرح شده، گراديان نزولي  

  3لهای ديگری نيز وجود دارند که در جدو مارکوارت، روش  –و لونبرگ  

 .]78،  5[ها آورده شده است  معايب و مزايا آنها با  تعدادی از اين الگوريتم

گيری شده از يک سيستم استاتيكي  های اندازه فرض کنيد که داده   (1مثال

SISO  :مطابق زير باشد 
7

1{( [ ], [ ]} {(0, 1), (1,1.3187), (2,3.7073),

(4,4.0394), (5,5.5627), (6,7.5866)}

ku k y k 

مارکوارت،    –هدف اين است که با استفاده از الگوريتم آموزشي لونبرگ 

سازی رفتار اين سيستم طراحي نماييم.  يک شبكه عصبي مناسب برای مدل 

قضيه مدل 1طبق  جهت  مي،  سيستم  اين  عصبي  سازی  شبكه  يک  از  توان 

ساز حلقوی لگاريتمي  استفاده نمود که در لايه اول آن از توابع فعال   هيدولا

باشد. از طرفي، چون    شدهاستفاده ساز خطي  و در لايه دوم آن از توابع فعال 

سيستم مفروض دارای يک خروجي است، بنابراين بايد در لايه آخر شبكه،  

تنها يک نرون وجود داشته باشد. همچنين، از آنجايي که اين سيستم دارای  

بايد تنها يک ورودی داشته    شده گرفتهيک ورودی است، لذا شبكه در نظر  

 
1. Incremental Training 

2. Batch Training 

3. Fletcher-Reeves 

های لايه اول گردد. برای تعيين تعداد مناسب  و تنها يک ورودی وارد نرون

 توان نوشت: های لايه اول نيز مينرون

1 17
1.75 2

( ) 2(1 1)

N
S S

R M
 

های  ها و باياسزير را برای ماتريس وزن  تصادفي، مقادير اوليه  صورتبه

 کنيم: هر لايه انتخاب مي

1 1

0 0

2 2

0 0

1 0.5
,

1 0.5

[0.5 0.5] , 0.1

W b

W b

 

لونبرگ   آموزشي  الگوريتم  از  که  صورتي  برای    –در  مارکوارت 

تكرار مقدار تابع هزينه تعريف   25يادگيری اين شبكه استفاده شود، بعد از 

 رسيده و الگوريتم يادگيری   0.001( به مقداری کمتر از 20شده در رابطه )

 آيند: ها بدست ميها و باياسشود و مقادير زير برای وزن متوقف مي

1 1

25 25

2 2

25 25

2.6227 2.664
,

19.2436 96.5441

[5.4572 3.4844] , 1.3550

W b

W b

 

شكل داده   10در  همراه  به  عصبي  شبكه  نشان  خروجي  آموزشي  های 

 است.  شدهداده 
 

 عصبي هایشبكه آموزش  برای متداول  آموزشي هایالگوريتم . 3جدول

روش 

 آموزشی
 مزایا و معایب  نام روش 

آموزش 

 1افزايشي 

  گراديان نزولي 

  گراديان نزولي با مومنتوم 

آموزش 

 2ای دسته

 کُند  گراديان نزولي 

گراديان نزولي با مومنتوم با  

 نرخ ثابت

کُند اما بهتر از روش  

 قبل 

گراديان نزولي با مومنتوم با  

 نرخ متغير 

اما بهتر از دو  کُند 

 روش قبل 

)گراديان   3ريوز –فلچر 

 مزدوج(
 بهتر از سه روش قبل 

 4ريباير- پلاک

 5ل يب - پاول

  یبند اس يمزدوج مق ان يگراد

 6شده 

روش پيشنهادی اول  

های برای شبكه

 بزرگ 

 نيوتن  - های گوسي روش

روش پيشنهادی دوم  

های برای شبكه

 کوچک

 مارکوارت  - لونبرگ 

روش پيشنهادی اول  

های برای شبكه

 کوچک
 

4. Polak-Ribiere 

5. Powell–Beale 

6. Scaled Conjugate Gradient 
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 ( 1مثال) آموزشي هایداده  همراه به عصبي شبكه خروجي. 10شكل

 
 

آزمايشيمدل   4-4   توابع   بر   مبتني   عصبي  های شبكه   با  سازی 

 )RBF(1شعاعي پايه

های قبلي بيان شد، عنصر سازنده يک شبكه  که در بخش  گونههمان

کلاچ  ها هستند. هر نرون به دو شكل نرون جمعي )مدل مکعصبي، نرون

سازی است. تاکنون  قابل مدل   2( يا نرون شعاعي4در شكل   شده ارائهپيتز    -

مدل  بحث  سيستمدر  )شناسايي(  آزمايشي  شبكهسازی  با  عصبي،  ها  های 

ها معرفي و بحث شد. در  های عصبي مرتبط با آنهای جمعي و شبكهنرون

 شود.  های مرتبط با آن تشريح ميهای شعاعي و شبكهاين بخش، نرون
 

 شعاعي  نرون دلم 4-4-1
که   شعاعي  نرون  يک  شكل  صورتبهمدل  در  نشان    11گرافيكي 

 : ]78[شود  رابطه زير بيان مي صورتبهاست، در حالت کلي   شدهداده 

 

( ) (|| || )a f n f w p b  (43) 

نرون  کاررفته بهنمادهای   نوع  اين  نروندر  مشابه  اما  ها  است،  های جمعي 

 کند: از رابطه توابع پايه شعاعي پيروی مي f ساز معمولاً تابع فعال 

2

( ) nf n e  (44) 

||و منظور از  ||w pصورتبهها است که  ها و ورودی، فاصله بين وزن  

 شود: زير محاسبه مي

 

2 2

1,1 1 1,|| || ( ) ... ( )R Rw p w p w p  (45) 

صفر شود، خروجي تابع    nاز آنجائي که در توابع پايه شعاعي، اگر مقدار  

نرون شعاعي،   در يک  لذا  فاصله ورودی    هرچقدرماکزيمم خواهد شد، 

p    ازw   نرون خروجي  باشد،  همچنين،    تربزرگکم  شد.  خواهد 

نرون  باياس کوچک  هرچقدر باشد، حساسيت  و خروجي    افتهيشيافزاتر 

 خواهد بود.  تربزرگنرون شعاعي 
 

 
1. Radial Basis Function (RBF) 

 
 شعاعي  نرون يک  مدل. 11شكل

 

 (RBF)  شعاعي  عصبي هایشبكه 4-4-2

های شعاعي استفاده  های عصبي از نروناز شبكه  هيلا  کچنانچه در ي

شعاعي   پايه  توابع  بر  مبتني  عصبي  شبكه  يک    اختصار بهيا    (RBF)شود، 

مي ساخته  شعاعي  عصبي  شبكهشبكه  اصلي  کاربرد  عصبي  شود.  های 

سازی آزمايشي شعاعي در مبحث رگرسيون )برازش(، تخمين توابع و مدل 

شبكه پرکاربردترين  از  يكي  شكل است.  در  شعاعي  عصبي    12های 

 است.   مشاهده قابل
 

 
  دوم لايه و شعاعي هاینرون  از  متشكل اول  لايه با دولايه  عصبي شبكه. 12شكل

 ( هاباياس  و هاوزن فشرده دنما با) خطي جمعي هاینرون  از  متشكل
 

از نرون12مطابق شكل   اين شبكه عصبي  اول  های شعاعي  ، در لايه 

های جمعي خطي است.  است. اما لايه دوم آن متشكل از نرون شدهاستفاده 

بر شبكه عصبي شكل با    12معادلات حاکم  اول،  و    1Sدر لايه    Rنرون 

 برداری عبارت است از:  صورتبهورودی، 

1 1 1 1

1 1 1 2 1 2 1

1 1,1 1 1, 1

1 1 1 2 1 2 1

2 2,1 1 2, 2

1 1 1 2 1 2 1

1,1 ,

( ( ) ... ( ) . )

( ( ) ... ( ) . )

( ( ) ... ( ) . )

R R

R R

RS S S R S

a f w p w p b

a f w p w p b

a f w p w p b

 

 در نتيجه، برای خروجي لايه اول اين شبكه داريم:
1 1 1 1(|| || )a f W p b  (46) 

با اين شبكه عصبي،  نيز مي  1Sنرون و 2Sبرای لايه دوم  توان  ورودی، 

 نوشت: 

1 1

1 1

2 2 2 1 1 2

2 2 2 1 2 1 2

1 1,1 1 11,

2 2 2 1 2 1 2

2 2,1 1 22,

2 2 2 1 2 1 2

1,1 ,

( ... )

( ... )

( ... )

S S

S S

S S S S S S

a f w a w a b

a f w a w a b

a f w a w a b

 

2. Radial Neuron 
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 بنابراين

2 2 2 1 2( )a f W a b   (47) 

 شعاعي عصبي هایشبكه  آموزش الگوريتم 4-4-3

 شود:های عصبي شعاعي، مراحل زير طي ميبرای آموزش شبكه

 شود. های لايه اول صفر فرض مي. ابتدا تعداد نرون1

وزن2 باياس.  و  ميها  صفر  دوم  لايه  که های  است  )پرواضح  گردد 

 خروجي شبكه عصبي نيز صفر خواهد شد(. 

  ی ريگاندازه های مطلوب ). از مقايسه مقدار صفر لايه دوم با خروجي3

 شود. ترين خطا محاسبه مي(، بيششده 

 شود و وزن اين نرون برابر با ورودی  . يک نرون برای لايه اول ايجاد مي4

 شود. ترين خطا انتخاب ميدارای بيش    

 شود. تنظيم مي 1. باياس لايه اول نيز با توجه به پارامتر گسترش5

مربعات6 حداقل  روش  از  دوم  لايه  باياس  و  وزن   .2  )LS(    محاسبه

 گردد. مي

 شود. . مراحل بالا تكرار مي7
 

 : بگيريد نظر در را  زير خروجي و ورودی هایداده ( 2مثال

3

1

( )

{( [ ], [ ])} {(4,16), (2,4), (3,9)}k

y g u

u k y k
 

  ها باياس  و   ها وزن  شعاعي،   عصبي  های شبكه  از   استفاده  با   که   است   اين  هدف 

 : کنيممي محاسبه را عصبي شبكه خروجي مقدار ابتدا. شوند محاسبه
2[1] 0

[1] 16 0 16
[1] 16

a

y
 

2[2] 0
[2] 4 0 4

[2] 4

a

y
 

2[3] 0
[3] 9 0 9

[3] 9

a

y
 

  بنابراين  است؛  حداکثر  اول   ورودی  خطای  شود،مي  ملاحظه  که  طورهمان

 ورودی  مقدار  با  برابر  را  آن  وزن  مقدار  و  کرده   اضافه  اول   لايه  به  نرون  يک

  0.8326  با  برابر  همواره  نيز  باياس  مقدار.  کنيممي  انتخاب  4  مقدار  همان  يا

 مقدار   داد؛  تغيير  را  گسترش  پارامتر  مقدار  توانمي  البته)  شودمي  انتخاب

(.  شودمي  محاسبه  گسترش  پارامتر  مقدار  بر   0.8326 تقسيم  حاصل  از  باياس

 :داريم بنابراين

1

1,1 1

0.8326
4 , 0.8326

1
IW b 

 ی اين دو مقدار برابر خواهد بود با: ازابهدر نتيجه، خروجي لايه اول 
1 1

1,1 1

2 2 2

|| ||

[ (4 4) (4 2) (4 3) ] 0.8326

[0 1.6652 0.8326]

n w p b

 

 
1. Spread 

2 2 21 (0) (1.6652) (0.8326)

1 ( ) [ ]

[1 0.0625 0.5]

a f n e e e 

  تابع   با  جمعي  نرون  از  متشكل  دوم   لايه  باياس  و  وزن  محاسبه  برای  حال 

  خروجي  برای.  شودمي  استفاده   مربعات   حداقل  روش  از  خطي،   ساز فعال 

 : نوشت توانمي( شبكه خروجي) دوم لايه
2

2 1 2 1 1

1 1 1 2
[ 1]

w
y w a b a

b
 

؛  نوشت  Ty  خطي  رگرسيون  صورتبه  توانمي  را  فوق  معادله

 که طوریبه
1 2

1 1

2
,

1

a w

b
 

 :داشت خواهيم  نتيجه در
2

1 1

1 2

2 2

1 1 1

1 2 2

2

1 1

1 2

[1] [ [1] 1]

16 1 1

[2] [ [2] 1] 4 0.0625 1

9 0.5 1

[3] [ [3] 1]

w
y a

b

w w
y a

b b

w
y a

b

 

  را  دوم   لايه   باياس  و  وزن  مقادير  توان مي  مربعات،   حداقل  روش   به   حال 

 :نمود  تعيين
1

2

1

2

1 1 1 1 1 1 16

0.0625 1 0.0625 1 0.0625 1 4

0.5 1 0.5 1 0.5 1 9

12.8284

2.9852

T T

w

b
 

  عصبي  شبكه   خروجي  توانمي  دوم،  لايه باياس  و  وزن  مقادير  شدن  تعيين  با

 :نمود  محاسبه را

          2[1] 12.8284 1 2.9852 15.8136a 
2[2] 12.8284 0.0625 2.9852 3.787a 

       2[3] 12.8284 0.5 2.9852 9.3994a 
  هایخروجي  و  واقعي   هایخروجي  مباني  بر  ،MSE  مقدار  چنانچه 

.  شودمي  متوقف   آموزش   فرايند  باشد،  قبولقابل  شبكه   توسط  شدهمحاسبه

  مقدار   ابتدا  مجدداً  بنابراين،.  شودمي  تكرار  بالا   فرايند  صورت،  اين  غير  در

 : شودمي محاسبه شبكه خروجي
2[1] 15.8136

[1] 16 15.8136 0.1864
[1] 16

a

y
 

            
2[2] 3.787

[2] 4 3.787 0.213
[2] 4

a

y
 

2[3] 9.3994
[3] 9 9.3994 0.3994

[3] 9

a

y
 

2 Least squares 
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شود که خطای ورودی دوم حداکثر است. بنابراين، يک نرون  ملاحظه مي

ديگر به لايه اول اضافه کرده و مقدار وزن آن را برابر با مقدار ورودی يا  

مقدار   مي  2همان  باياس  انتخاب  مقدار  با  برابر  نيز  را  باياس  مقدار  کنيم. 

همان    شده محاسبه يا  قبل  مرحله  مي  0.8326در    جهي درنتکنيم.  انتخاب 

 خواهيم داشت: 

                                                                             1

2 ( )a f n 
1 1

2,1 2

2 2 2

|| ||

[ (2 4) (2 2) (2 3) ] 0.8326

[1.6652 0 0.8326]

n w p b

 

                  
2 2 21 (1.6652) (0) (0.8326)

2 ( ) [ ]

[0.0625 1 0.5]

a f n e e e 

  مربعات   حداقل  روش  از  دوم،  لايه   باياس  و  وزن  محاسبه  برای  ادامه،  در

 : نوشت توانمي دوم لايه  خروجي برای. کنيممي استفاده 

                        
2 1 2 1 2

1 1 2 2

1 1 2 2 2

1 2 1 2[ 1][ ]T T

y w a w a b

a a w w b
 

  حداقل  روش از بنابراين. است بيانقابل خطي رگرسيون يک صورتبه که

 : نمود استفاده  دوم  لايه باياس و  هاوزن  تخمين  برای توانمي مربعات

 

                           

2

1

1 1 2

1 2 2

2

2

1

1 1 2

1 2 2

2

2

1

1 1 2

1 2 2

2

[1] [ [1] [1] 1]

[2] [ [2] [2] 1]

[3] [ [3] [3] 1]

16 1 0.0625 1

4 0.0625 1 1

9 0.5 0.

w

y a a w

b

w

y a a w

b

w

y a a w

b

2

1

2

2

25 1

w

w

b

 

 : داشت خواهيم درنتيجه

 

                                2 2 2

1 2[ ] [22.4 9.6 7]Tw w b 
  مساوی  يا  کمتر   (MSE)  هزينه   تابع   مقدار  که  تكراری  تا  روند   اين  ادامه  با

 :آيندمي دست به زير نتايج باشد، 0.001 مقدار با

                                
1 2

1 2

0.8326
, 7

0.8326

[4 2] , 22.4 9.6T

b b

W W

 

  شده،  طراحي   RBFعصبي  شبكه  خروجي  و  واقعي  خروجي  ،11شكل  در

 . اندشده  مقايسه يكديگر با

 
 شدهطراحي شعاعي عصبي شبكه خروجي و  واقعي خروجي مقايسه. 11شكل

 2مثال برای

 

جدول   خروجي  –  ورودی  هایداده   (3مثال در  شده    نظر  دررا    4ارائه 

 . اندشده  گيری اندازه   SISO  استاتيكي سيستم يک از  که بگيريد
 

 3مثال  برای خروجي و ورودی  هایداده. 4جدول

x -2 -1.5 -1 -0.5 0 

y 0 0.0761 0.2929 0.6173 1 

x 0.5 1 1.5 2  

y 1.3827 1.7071 1.9239 2  

 

سازی رفتار  برای مدل   RBFهدف اين است که يک شبكه عصبي شعاعي يا  

داده  از  استفاده  با  گردد.  طراحي  سيستم  شده  اين  داده  آموزشي  های 

توان با ساخت يک شبكه عصبي شعاعي  (، رفتار اين سيستم را مي4)جدول 

های  مدل نمود. اين شبكه عصبي شعاعي در لايه پنهان دارای نرون   هيلا  دو

های جمعي  و در لايه خروجي دارای نرون  radbasشعاعي با تابع تبديل  

با   شعاعي  عصبي  شبكه  اين  يادگيری  از  پس  است.  خطي  تبديل  تابع  با 

تخمين خروجي  منحني  شده،  تشريح  عصبي    الگوريتم  شبكه  توسط  زده 

 آيد.مي به دست 12شعاعي طراحي شده مطابق شكل
 

 
 3مثال برای شدهطراحي  شعاعي عصبي شبكه خروجي و واقعي خروجي. 12شكل

 

  عصبي   شبكه   با   ديناميكي  هایسيستم  سازی آزمايشيمدل   4-5

 بازگشتي
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بازگشتي  بازخورد/فيدبک ، شبكه1شبكه عصبي   2ای است که دارای 

شبكهگريدعبارتبهباشد.  مي از  نوع  اين  در  از  ،  تعدادی  عصبي،  های 

گيرند.  قرار مي  مورداستفاده های ديگر  ورودی در گام  عنوانبهها  خروجي

بازگشتي  13در شكل  از يک شبكه عصبي  دو لايه    (RNN)، نمای کلي 

 . ]81، 79-78، 5[است   شدهداده نشان 

توانند  های عصبي پيشرو ميهای عصبي بازگشتي نيز مشابه شبكهشبكه

نماد از  و  باشند  لايه  چندين  برای  دارای  شده  ارائه  باياس  و  وزن  های 

شبكهشبكه از  نوع  اين  در  پيشرو،  عصبي  استفاده  های  نيز  عصبي  های 

  واقعر  دبازخورد ايجاد شود،    شرويپشود. بنابراين، چنانچه در يک شبكه  مي

 شود.  شبكه عصبي پيشرو به شبكه عصبي بازگشتي تبديل مي

 
 دولايه  بازگشتي عصبي شبكه  يک  از  کلي نمای. 13شكل

 

است.   3ر يتأخ، المان  )RNN(های عصبي بازگشتي  مفهوم جديد شبكه

ها  مدل نرون در قبل از نماد وزن   Dکه با نماد  ر يتأخ، المان 13مطابق شكل 

شود، جهت نمايش ارتباط بين خروجي گام فعلي با مقدار ورودی  ظاهر مي

]، ورودیِ حقيقي مقدارِ  13رود. مطابق شكلمي  کار  بهگام قبلي   ]u k    با

برابر با يک گام    ريتأخوارد شبكه عصبي شده است. چنانچه اين    D  ريتأخ

]زماني باشد، آنگاه 1]u k شود. حال  عنوان ورودی به نرون وارد ميبه

]برابر با دو گام زماني باشد، آنگاه  ر يتأخچنانچه اين   2]u k  عنوان  به

  dبرابر با   ريتأخشود. بنابراين در حالت کلي، اگر  ورودی به نرون وارد مي

]گام زماني باشد، آنگاه نرون ورودی   ]u k d    را در محاسبات استفاده

]خواهد کرد. همين توضيحات در رابطه با ورودی بازخورد شده  ]y k 

 يز صادق است. ن

 
 لايه دو  با بازگشتي  عصبي شبكه. 13شكل

 

های عصبي بازگشتي،  در شبكه ريتأخبندیِ مفاهيمِ المان جمع عنوانبه

يک   ر يتأخرا همواره در نظر گرفت. در اين شكل، المان  14توان شكلمي

، با  ريتأخپس از ورود به بخش   u[k]شود که سيگنال باعث مي Dواحدی 

شود   ريتأخيک   )خارج  [ ] [ 1])a k u k  ،اوليه    کهيدرحال مقدار 

 
1. Recurrent Neural Network (RNN) 

2. Feedback 

المان   خروجي  با    ريتأخسيگنال  که    a[0]برابر  داشت  توجه  بايد  است. 

)خروجي در گام اول  1)k  نيست و    محاسبهقابل، با استفاده از ورودی

  باشد. شده نييتع لذا مقدار خروجي در گام اوليه بايد قبلاً 
 

 
 (D=1) واحدی يک  تأخير  المان  از  نمايي. 14شكل

 

 بازگشتي  عصبي هایشبكه بر حاکم رياضي معادله 4-5-1
   نظر در دوباره  را 13شكل  در شده  داده نمايش  بازگشتي عصبي شبكه

  شبكه  اين  خروجي  و  ورودی  بين   رياضي  معادله  بخواهيم  اگر.  بگيريد

 :است حاکم زير کلي رابطه بنويسيم، را عصبي

[ ] ( [ 1],..., [ ], [ 1],...

..., [ ])

y k f u k u k d y k

y k d
  

(48) 

است و بيانگر يک سری    NARXاست که معادله فوق يک ساختار    پرواضح

خروجي که  بوده  ]زماني  ]y k   گذشته    لحظه  هردر مقادير  از  تابعي 

)خودش [ 1],..., [ ])y k y k d    ورودی گذشته  مقادير  و 

( [ 1],..., [ ])u k u k d    .يک معادله تفاضلي گريدعبارتبهاست ،

های  ها و خروجيتوان با داشتن ورودیبا رابطه فوق است و لذا مي  انيب قابل

يک آزمايش، يک شبكه عصبي بازگشتي برای معادله تفاضلي ايجاد نمود  

آن را    ريتأخهای آموزشي مقادير وزن، باياس و ميزان  و سپس با الگوريتم

 محاسبه نمود. 

شبكه عصبي  همانند  ميشرويپهای  تعيين  ،  برای  را  زير  قضيه  توان 

 . ]78،  5[ساختار شبكه عصبي بازگشتي استفاده نمود 

  توانمي را ( NARX ساختار با  کلي حالت  در) تفاضلي   معادله هر ( 3قضیه 

  تعداد   آنكه   شرطبه  نمود،  سازیمدل   بازگشتي   عصبي  شبكه   يک  با

  و   بوده  تفاضلي  معادله   هایورودی  با  برابر  عصبي   شبكه  هایورودی

  معادله   هایخروجي  تعداد  با  برابر  شبكه  آخر  لايه  هاینرون  تعداد  همچنين 

  مسئله  پيچيدگي  با  متناسب  نيز  پنهان  هایلايه  تعداد  همچنين،.  باشد  تفاضلي

  در.  نيست  پنهان  لايه  به  نياز  باشد،  خطي  تفاضلي  معادله  چنانچه.  گردد  تعيين

 . است استفادهقابل(  بيشتر يا) پنهان  لايه  يک صورت، اين غير
 

بردارهای ورودی و خروجي زير از يک سيستم ديناميكي با زمان  (  4مثال

 است: شده یآورجمعبرداری يک ثانيه نمونه

[1,1,1, 1,1, 1, 1,1 ]

[ 1.68, 1.11,1.51,4.63,5.54,5.05,3.91, 0.01]

X

Y
 

  تخمين   هدف  و   بگيريد  نظر   در  زير  تفاضلي   معادله  صورت به  را  مدل  ساختار

 : است ساختار اين مجهول پارامترهای
[ ] [ 1] [ 2]

[ 1] [ 2]

y k ax k bx k

cy k dy k
 

3. Delay 
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توان نشان  يک ساختار خطي است، مي  شدهداده با توجه به اينكه ساختار  

، به روش حداقل  جهيدرنتداد که معادله رگرسيون آن از نوع خطي بوده و  

توان پارامترهای مجهول ساختار را تخمين زد و در اين  مربعات خطي مي

نمي پرداخته  اين روش  به  از  مقاله،  مسئله،  اين  اينجا جهت حل  در  شود. 

ميشبكه استفاده  بازگشتي  عصبي  يک    کهیطوربهکنيم،  های  طراحي  با 

، به آموزش شبكه عصبي  شده داده های  شبكه عصبي مناسب، بر اساس داده 

 کنيم. را محاسبه مي dو  a ،b ،c)بازگشتي( پرداخته و مقادير 

تفاضلي   معادله  اينكه  به  توجه  با    صورتبه  شدهداده با  است،  خطي 

را که معادل با معادله    15شكل  هيلا  ک، شبكه عصبي ي3استفاده از قضيه 

 گيريم.است، در نظر مي شدهداده تفاضلي 
 

 
 4مثال برای شدهگرفته نظر در بازگشتي  عصبي شبكه. 15شكل

 

شبكه مشابه  عصبي  شبكه  عصبي  اين  يک    شرويپهای  دارای  و  بوده 

نرون با چهار ورودی و يک خروجي است. در اين راستا، برای اين شبكه  

ها در شروع کار )مقادير  عصبي، چهار ورودی فرض شده و مقادير وزن

شوند. توجه داشته باشيد که به دليل ساختار خطي  اوليه( صفر قرار داده مي

، برای شبكه عصبي مفروض باياس در نظر گرفته  شده داده معادله تفاضلي  

وزن اين  است.  مقدار  نشده  به  خطا  کاهش  از  پس    شده نيي تعها، 
2(5 10 )−    گذر در  مي130که  حاصل  است،  افتاده  اتفاق  شود.  ام 

بازگشتي عصبي  شبكه  با  شده  محاسبه  خروجي  ترسيم  و   محاسبه 

ˆ( )a y گيری شده از سيستم  و خروجي واقعي اندازه( )y    است که

، ŷاست. حتماً توجه داريد که در محاسبات  شده داده نمايش  16در شكل

توسط معادله تفاضلي   ŷنياز است و بقيه مقادير  yتنها به دو مقدار اوليه  

، فرض شده است که هر  مسئلهصورتشود )طبق  محاسبه مي  آمده دستبه

 است(.  شده یآورجمعداده به فاصله زماني يک ثانيه 
 

 
 4مثال برای شدهطراحي( بازگشتي) عصبي شبكه خروجي منحني. 16شكل

 
1. Model Predictive Control (MPC) 

2NonlinearAutoRgressive-Moving Average-L2 (NARMA-L2) 

 

  کنترل در  عصبی هایشبکه کاربرد  -5

 پیچیده هایسیستم

 

های ديناميكي  سازی، در کنترل سيستمهای عصبي علاوه بر مدل شبكه

های عصبي،  پيچيده نيز عملكرد موفقي دارند. توانايي تخمين و جامع شبكه

های غيرخطي قرار داده است.  ها را انتخاب مناسبي برای کنترل سيستمآن

های عصبي  ای از سه معماری پرطرفدار شبكهدر اين بخش از مقاله، مقدمه

 : ]81، 79، 5[اند از  کنيم که عبارتبيني و کنترل را مطرح ميبرای پيش

 1بين مدلکنترل پيش -

 L2-NARMA  2کنترل  -

 3کنترل مدل مرجع-

های کنترل وجود  های عصبي در سيستماستفاده از شبكهعموماً دو گام برای  

 دارد:

 . تعريف سيستم 1

 کننده. طراحي کنترل 2

در مرحله تعريف سيستم، يک شبكه عصبي برای کنترل يک سيستم )پلنت،  

ماشين يا دستگاه و ...( تعريف شده و برای کنترل سيستم موردنظر آموزش  

مي مرحله  داده  بالا،  در  مذکور  کنترلي  معماری  سه  از  يک  هر  در  شود. 

کننده برای  تعريف سيستم دارای روال ثابتي است. اما مرحله طراحي کنترل 

بين مدل، از  خلاصه، در کنترل پيشطورها متفاوت است. بههر يک از آن

پيش برای  سيستم/پلنت  ميمدل  استفاده  سيستم  آينده  رفتار  و  بيني  شود 

های کنترلي که تابع  سازی برای تعيين سيگنال سپس از يک الگوريتم بهينه

مي بهينه  آينده  در  را  )کارايي(  ميهزينه  استفاده  کنترل  گرددکنند،  در   .

NARMA-L2 سازی است.  ای از سيستم مورد مدل کننده مدل ساده ، کنترل

کننده يک شبكه عصبي است که برای کنترل  در کنترل مدل مرجع، کنترل 

کند. از مدل  شود و از يک مدل مرجع پيروی مي سيستم آموزش داده مي

شود.  کننده استفاده ميشبكه عصبي برای همكاری در روند آموزش کنترل 

در ادامه اين بخش، اين سه معماری کنترلي بيشتر مورد بحث و بررسي قرار  

معماریمي اين  از  باشيد که هر يک  داشته  به  گيرد. توجه  يا  های کنترلي 

توان  باشند و نميها، دارای نقاط قوت و ضعف ميکننده تر کنترل زبان ساده 

 ت.يک معماری کنترلي را برای همه کاربردها مناسب دانس
 

  در   بينپيش   مدل  عنوان   به  عصبي  هایشبكه   از  استفاده   5-1

 مدل  بينپيش  هایکننده کنترل

( برخط)  یتكرار  یسازنهيمدل بر اساس به   نيب شيپهای  کننده کنترل 

هز  کي عملكرد    نهيتابع  از  محدود  افق  م  سيستمبا    17. شكل  کنديکار 

 .  ]77[  دهديرا نشان م پيشرفته کننده کنترل  نياصول کار ا
 

3. Model Reference Control 
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 مدل بينپيش کنترل کلي اصول. 17شكل

 

موجود    ی هاگنال يتمام س  تي که وضع  دي فرض کنمطابق شكل فوق،  

س نمونه    ستميدر  باشد،  kتا  دسترس  در  خحالت  يعنيام  و    ی هايروجها 

نمونه    صفراز نمونه    ستميس از نمونه    زين   يکنترل  گناليس  نيام و همچن kتا 

تا   باشند. توجه داريمk-1صفر  نمونه  ام در دسترس  اگر زمان    ری برداکه 

به نمونه  شماره  باشد،  واقع  ليتبد   يراحتمشخص  زمان  شد   يبه             خواهد 

(. st k T=که  ،sT  نمونه است(.  زمان  ابرداری  که   نيهدف  است 

ukنمونه تا  kنمونه از    يکنترل  یهاگنال يس N+   که    ميکن  نييتع  یرا طور

2kتا   k  نمونه از    ستميس  يخروج N+    به ممكن  حد  مرجع    سيگنال تا 

از    ستميس  ي خروج  ديبا  منظور،  ن يا  یبرا  باشد.  کينزد)خروجي مطلوب(  

2kتا زمان  kزمان   N+  مدل    در صورت معلوم بودنشود که    ينيبشيپ

 2Nرا انجام داد. به پارامتر  ين ي بشيپ  توان يم  ي راحتبه  ستم،يس  يكيناميد

.  دهديرا نشان م  ين يبشيو در واقع طول بازه پ  شودي گفته م  1ي ني بشيافق پ

که    مياگر فرض کنمثال،  عنوانگويند. بهمي  2نيز افق کنترل  uNبه پارامتر

ي به صورت ساختار  موردبررسغيرخطي    ستميگسسته س  يكيناميدسيستم  

NARX  :توصيف شده و خروجي واقعي آن به صورت زير باشد 

[ ] ( [ 1],..., [ ], [ ],

..., [ ]) [ ]

y k f y k y k n u k

u k m e k

= − −

− +
 

 
(49) 

نمونه   تا  اينكه اطلاعات خروجي سيستم  به  با توجه  و اطلاعات    kآنگاه، 

مشخص است، لذا خروجي يک گام به جلو    k-1سيگنال کنترلي تا نمونه  

 بيني خواهد بود: به صورت زير قابل پيش

 

ˆ[ 1| ] ( [ ],..., [ 1 ],

[ 1],..., [ 1 ])

y k k f y k y k n

u k u k m

+ = + −

+ + −
 

 
(50) 

علامت پيش  ŷاز  مقادير  دادن  نشان  ميبرای  استفاده  و  بيني  شود 

ˆ ( 1| )y k k+  بيني يک گام به جلو با داشتن اطلاعات تا  به معني پيش

بيني دو  در رابطه بالا، پيش  kبه جای    k+1است. حال با جايگذاری    kزمان  

 آيد:گام به جلو به دست مي

 

ˆ[ 2 | ] ( [ 1],...

..., [ 2],..., [ 2 ])

y k k f y k

u k u k m

+ = +

+ + −
 

 
(51) 

گام به    2Nبيني تا توان پيشهای متوالي ميبه همين ترتيب، با جايگذاری

 جلو را محاسبه نمود:

 
1 Prediction horizon 

2 2

2 2

ˆ[ | ] ( [ 1],...

..., [ ],..., [ ])

y k N k f y k N

u k N u k N m

+ = + −

+ + −
 

 
(52) 

ها، وابسته به سيگنال کنترلي در طول افق  بينيپرواضح است که تمام پيش

)يعني پيش ]بين  ]u k    2تا[ 1]u k N+ که − صورتي  در  که  است   )

2uN N  های کنترلي  باشد، فقط سيگنال[ ]u k  تا[ ]uu k N+  را

پيش سيگنال بينيدر  بقيه  و  نظر گرفته  در  نظر  ها  در  را صفر  کنترلي  های 

های مرجع  ها تا حد امكان به خروجيبينيگيريم. حال برای اينكه پيشمي

شود.  نزديک باشند، از تابع هزينه مجموع مربعات خطای رديابي استفاده مي

 شود: گام به جلو به صورت زير تعريف مي nخطای رديابي 

ˆ[ ] [ ] [ | ]refe k n y k n y k n k+ = + − +   (53) 

]تغيير کند و    2Nتا    1تواند از  مي  nکه در اين رابطه،   ]refy k n+ 

مقدار سيگنال مرجع است. حال تابع هزينه را به صورت مجموع مربعات  

 کنيم: خطا تعريف مي

2

2

1

ˆ( [ ] [ | ])
N

ref

i

J y k n y k n k
=

= + − +  
 

(54) 

  دست   به  کنترل   افق  طول   در  کنترلي  سيگنال   ،فوق  هزينه  تابع  سازیبهينه  با

  هزينه   تابع  سازیحداقل  بر  علاوه   شد،  اشاره   قبلاً  که  طورهمان  اما.  آيدمي

  گرفت   نظر   در  نيز   فيزيكي   قيدهای  مدل  بين پيش  کنترل  در  توان مي  فوق، 

  سازی بهينه  طرفي،  از.  رودمي  شمار  به  کننده کنترل   نوع  اين  هایمزيت  از  که

  برای .  شود  بالا  دامنه  با  کنترلي  سيگنال   به  منجر  است  ممكن  (54)  هزينه  تابع

  در   کنترلي  سيگنال  انرژی   مدل،  بينپيش  کنترل  در  عموماً   مشكل   اين   رفع

 :شودمي اضافه هزينه تابع به نيز  کنترل  افق طول 

2

2

1

2

1

ˆ( [ ] [ ] )

[ ]
u

N

ref

i

N

i

J y k n y k n

u k n

=

=

= + − +

+ +





 

 

(55) 

هزينه    پارامتر  تابع  اين  رديابي    منظور بهدر  نسبي خطای  اهميت  تنظيم 

شود. هر چه خطای رديابي نسبت  نسبت به دامنه سيگنال کنترلي استفاده مي

تر  کوچک  به دامنه سيگنال کنترلي اهميت بيشتری داشته باشد، اندازه

مي )انتخاب  در  تعريف شده  هزينه  تابع  که  داريم  توجه  دارای 55شود.   )

]متغيرهای  ]u k    تا[ ]uu k N+  سازی، مقادير  است و با حل مسئله بهينه

شوند. اما طبق اصل افق کاهنده، فقط اولين مقدار  ها محاسبه ميبهينه آن

شود و در  محاسبه شده مربوط به سيگنال کنترلي بهينه به سيستم اعمال مي

شود. بنابراين، ، تمام محاسبات قبل دوباره تكرار ميk+1زمان بعدی، يعني  

]فقط ]u k  مي اعمال  سيستم  يعني  به  آن  اثر  و  ]شود  1]y k + 

مياندازه  زمان  گيری  تا  سيستم  خروجي  اطلاعات  ما  حال  را    k+1شود. 

داريم و دوباره با طي کردن مسير قبل، سيگنال کنترلي بهينه جديد، يعني 

[ 1]u k مي+ دست  به  را  مي،  اعمال  سيستم  به  را  آن  و  تا  آوريم  کنيم 

2 Control horizon 
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[ 2]y k به دست آيد و اين فرآيند همواره در هر گام زماني تكرار    +

قطعيتمي عدم  اثر  کاهش  کاهنده،  افق  اصل  از  استفاده  دليل  ها،  شود. 

ها اغلب  اين سيگنال  چراکهاغتشاشات و نويزهای موجود در سيستم است؛ 

نمي ندهند،  رخ  که  زماني  تا  و  دارند  تصادفي  آنماهيت  را  توانيم  ها 

]های کنترليگيری کنيم. حال اگر سيگنال اندازه  ]u k   تا[ ]uu k N+ 

به  سيستم اعمال شود، بدين معني است که اثرات اغتشاشات در طول افق  

 بين لحاظ نخواهد شد.  پيش

های غيرخطي،  بين مدل برای سيستمهای پيشکننده در طراحي کنترل 

از شبكهمي پيشتوان  مدل  عنوان  به  پيش  بينهای عصبي  رفتار  برای  بيني 

عصبي   شبكه  يک  از  منظور،  بدين  نمود.  استفاده  غيرخطي  سيستم  آينده 

مي استفاده  سيستم  از  مستقيم  ديناميكي  مدل  يک  ارائه  برای  برای  کنيم. 

پيش خطای  عصبي،  شبكه  خروجي آموزش  و  سيستم  خروجي  بين  بيني 

نمايش داده   18گيرد. اين روند در شكل قرار مي  مورداستفاده شبكه عصبي 

های لحظات قبل سيستم  ها و خروجيشده است. شبكه عصبي از ورودی

کند. ساختار شبكه  بيني مقادير آينده خروجي سيستم استفاده ميبرای پيش

مي  ده مورداستفاعصبي   ساختار  اين  عصب  کيتواند  در  با    شرويپ  يشبكه 

های گذشته  ها و خروجيهای آن به ترتيب ورودیباشد که ورودی  هيدولا

مي عصبي  شبكه  اين  باشد.  برونسيستم  صورت  به  دستهتواند  و  ای  خط 

آوری  های آموزشي با توجه به کارکرد سيستم جمعآموزش داده شود. داده 

انتشار )مطرح شده در بخش  های يادگيری پسشود. هر يک از الگوريتممي

بين مدل  باشند. روش کنترل پيشمي  استفادهقابلقبلي( در فرآيند يادگيری  

مبتني بر اصل افق کاهنده است. شبكه عصبي رفتار سيستم را در طول افق  

ها در تابع هزينه ارائه شده در رابطه  بينيکند. اين پيشبيني ميبين، پيشپيش

بهينه55) با حل يک مسئله  هر گام  سازی عددی در  ( جايگذاری شده و 

سيگنال  کنترلي زماني،  ]های  ]u k    تا[ ]uu k N+  مي و  تعيين  گردند 

]نهايتاً طبق اصل افق کاهنده، فقط سيگنال کنترلي ]u k    به سيستم اعمال

سازی برای تعيين سيگنال  شده و در گام زماني بعدی، مجدداً اين مسئله بهينه

 گردد.  کنترلي حل مي
 

 
 بينپيش  مدل عنوان به  عصبي شبكه از  استفاده . 18شكل

 

بين مدل با شبكه عصبي  ، فرآيند کنترل پيش19بلوک دياگرام شكل

 دهد.  کننده رفتار آينده سيستم( را نشان ميبيني)به عنوان پيش
 

 
 عصبي  شبكه يک  با غيرخطي  مدل بينپيشکنترل  فرآيند . 19شكل

 

کنترل  پيشاين  برای  بخش  يک  است:  بخش  دو  شامل  بيني  کننده 

شود. بخش  های آينده است که توسط يک شبكه عصبي انجام ميخروجي

سازی است که در هر گام زماني مسئله  کننده، بخش بهينهدوم اين کنترل 

)بهينه هزينه  تابع  با  سيگنال 55سازی  تعيين  برای  را  کنترلي  (  های 

[ [ ] [ 1] ... [ ] ]Tuu u k u k u k N= + کند و نهايتاً طبق  حل مي  +

]اصل افق کاهنده، فقط سيگنال کنترلي  ]u k شود.  به سيستم اعمال مي 
 

را در نظر بگيريد. مطابق    20نشان داده شده در شكل  CSTRسيستم    (5مثال

شكل در اين سيستم، دو مايع با غلظت و دبي حجمي متفاوت وارد مخزن  

داخل  در  مايع  دو  اين  روی  بر  شيمايي  فرآيندهای  انجام  از  پس  و  شده 

اين سيستم خارج مي از  به عنوان محصول  مايع  شود. دبي و  مخزن، يک 

با  ترتيب  به  اول  مايع  )1و  1bCغلظت  )w t  به دوم  مايع  غلظت  و  دبي   ،

با  2و  2bCترتيب  ( )w t    به )محصول(  خروجي  مايع  غلظت  و  دبي  و 

با   )ترتيب  )bC t    و( )ow t   داخل مايع  سطح  است.  شده  داده  نمايش 

 نمايش داده شده است.  hتانک نيز با متغير 

 
 CSTR  سيستم يک   از  شماتيكي. 20شكل

 

 : ]84[مدل ديناميكي اين سيستم به صورت زير است 
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هدف، کنترل غلظت مايع خروجي با استفاده از دبي مايع اول است )تنظيم  

)1ورودی   )w t  که گونهبه جهت    bCای  باشد(.  مطلوب  سيگنال  برابر 

1شود که سادگي، فرض مي 24.9bC 2و  = 0.1bC هایبوده و ثابت  =

1k    2وk  شود که دبي مايع هر دو برابر يک هستند. همچنين، فرض مي

1دوم ثابت و برابر   0.1w است. برای تحقق هدف کنترلي مذکور، از    =

نمايي    21بين مدل غيرخطي استفاده شده است. شكلکننده پيشيک کنترل 

را نشان    MATLABافزار  سازی اين سيستم در نرماز بلوک دياگرام شبيه

کننده، از يک شبكه عصبي  بين اين کنترل دهد. برای بخش مدل پيشمي

بين( استفاده شده است. اين  های آينده )مدل پيشبيني خروجيبرای پيش

نورون است.    7شبكه عصبي متشكل از دو لايه بوده که لايه پنهان آن دارای  

های آموزش و نهايتاً آموزش اين شبكه در حالت  آوری داده جهت جمع

سيگنال   يک  باز،  ورودی  PRBSحلقه  سيگنال    1wبه  و  کرده  اعمال 

داده  از  استفاده  با  سپس  است.  شده  ثبت  متناظر  آموزش  خروجي  های 

لونبرگ  جمع يادگيری  روش  و  شده  عصبي    –آوری  شبكه  مارکوارت، 

کننده،  سازی کنترل طراحي شده آموزش داده شده است. برای بخش بهينه

بيني برابر  ( استفاده شده است. افق پيش55از تابع هزينه تعريف شده در )

2 7N برابر  = کنترلي  افق   ،2uN 0.05و    = شده    = انتخاب 

بين  کننده پيش، خروجي سيستم حلقه بسته تحت کنترل 22است. در شكل

غيرخطي طراحي شده به همراه سيگنال مرجع نشان داده شده است. با توجه  

کننده به خوبي توانسته است سيگنال  شود که کنترل به شكل، مشاهده مي

 مرجع را دنبال نمايد. 

 
 مدل بينپيشکنترل  با CSTR  سيستم سازیشبيه  دياگرام بلوک از  نمايي. 21شكل

 MATLABافزار در نرم   غيرخطي
 

 
 (5)مثال مرجع سيگنال  همراه  به بسته حلقه سيستم خروجي. 22شكل

 

 NARMA-L2 کننده کنترل 5-2

در مراجع مختلف، شبكه عصبي شرح داده شده در اين بخش، با دو  

شناخته    1سازی با فيدبک و خطي  L2-NARMAکننده  نام مختلف کنترل 

 
1 Feedback linearization 

شود. همانگونه در ادامه با جزئيات بيشتر شرح داده خواهد شد، زماني  مي

فرم خاص   اين ساختار تحت    NARMAکه مدل سيستم دارای  از  باشد، 

فيدبک و زماني که مدل سيستم قابل تخمين به فرم  عنوان خطي سازی با 

NARMA    عنوان تحت  آن  از  مي  NARMA-L2باشد،  ايده  ياد  شود. 

کننده، تبديل غيرخطي از ديناميک سيستم به يک  اصلي در اين نوع کنترل 

 های غيرخطي است. ديناميک خطي با حذف ترم
 

 NARMA-L2 مدل تعريف 5-2-1
  غيرخطي   هایسيستم  در  استفاده   مورد  استاندارد  مدل   ساختار  يک

 : شودمي تعريف زير رابطه  مطابق که است NARMA مدل  گسسته، زمان

[ ] ( [ ], [ 1],...,

..., [ 1], [ ],...

..., [ 1])

y k p f y k y k

y k n u k

u k n

+ = −

− +

− +

 
 

(57) 

]که ]u k    و سيستم  ]ورودی  ]y k    تعيين برای  است.  سيستم  خروجي 

)مدل  سيستم  مي مدل  آزمايشي(،  برای  سازی  عصبي  شبكه  يک  از  توان 

تعيين مدل  57در رابطه )  fتخمين تابع غيرخطي   ( استفاده نمود که مشابه 

پيشپيش )کنترل  قبلي  شده  تشريح  کنترلي  معماری  در  مدل  بين  بين 

سيگنال   يک  سيستم  خروجي  که  باشد  اين  هدف  اگر  است.  غيرخطي( 

يعني  نمايد،  دنبال  را  ]مرجع  ] [ ]refy k p y k p+ = يک  + به   ،

 کننده غيرخطي با ساختار کلي زير نياز داريم:کنترل 

[ ] ( [ ],..., [ 1],

[ ], [ ],...

..., [ 1])

ref

u k g y k y k n

y k p u k

u k m

= − +

+

− +

 
 

(58) 

کننده غيرخطي اين است که اگر بخواهيم يک  مشكل استفاده از اين کنترل 

تابع   ايجاد  برای  را  عصبي  ميانگين  گونهبه  gشبكه  مرجع  خطای  که  ای 

(MSE)  انتشار ديناميكي استفاده  کمينه گردد، آموزش دهيم، بايد از پس

ه اين کار بسيار کنُد قابل انجام است. يک راه حل برای  ک  ]86-85[کنيم  

ای  کننده . کنترل ]87[ها برای نمايش سيستم است  اين مشكل، تخمين مدل 

مي قرار  استفاده  مورد  بخش  اين  در  تخميني  که  مدل  مبنای  بر  گيرد، 

NARMA-L2 کند. اين مدل به صورت زير است: عمل مي 

[ ] ( [ ], [ 1],...

..., [ 1], [ 1],...

..., [ 1])

( [ ],..., [ 1],

[ 1],..., [ 1]). [ ]

y k d f y k y k

y k n u k

u k m

g y k y k n

u k u k m u k

+ = −

− + −

− +

+ − +

− − +

 

 

(59) 

هم فرم  در  مدل  کنترلي   2نشين اين  سيگنال  و  ]بوده  ]u k  ترم های  فاقد 

هايي  برای ورودی  غيرخطي است. مزيت اين فرم در اين است که اين فرم

خروجي دارد.  آن  که  خوبي  کارايي  است،  مرجع  سيگنال  دارای  ها 

 کننده حاصل دارای ساختار زير خواهد بود: کنترل 
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به صورت مستقيم دارای مشكلاتي است. چراکه شما  معادلهاستفاده از اين 

]های کنترلي بايد ورودی ]u k    را برمبنای خروجي در همان زمان تعيين

 توان از ساختار زير استفاده نمود: نماييد. برای رفع اين مشكل، مي

 

( ) ( [ ], [ 1],..., [ 1],

( ), [ 1],..., [ 1])
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y k p f y k y k y k n
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  (61) 

ساختار، در   2pاين    مي گرفته  نظر  شكلدر  شبكه    23شود.  ساختار 

 دهد. کننده را نمايش ميدر اين نوع کنترل  مورداستفاده عصبي 

 

 
        ساختار  در g و f توابع تقريب برای  عصبي شبكه از  استفاده . 23شكل

NARMA-L2 
 

 

 NARMA-L2 کننده کنترل 5-2-2
 :نمود  طراحي  را  زير  کننده کنترل   توانمي  NARMA-L2  از  استفاده   با

 

[ ] ( [ ],..., [ 1])
[ 1]

( [ ],..., [ 1])

refy k p f y k u k n
u k

g y k u k n

+ − − +
+ =

− +
 

  (62) 

2pکه    شكل در  است.  شده  به    24تعريف  مربوط  دياگرام  بلوک 

داده شده است. همچنين در شكل   NARMA-L2کننده  کنترل  ،  25نشان 

کننده نمايش داده شده  در اين نوع کنترل   مورداستفادهساختار شبكه عصبي  

 است.

 
 NARMA-L2 کنندهکنترل  دياگرام بلوک. 24شكل

 

را در نظر بگيريد. هدف، کنترل موقعيت آهنربای    26سيستم شكل  (6مثال

فقط مي آهنربا  الكتريكي است.  بالای آهنربای  به صورت  معلق در  تواند 

 عمودی حرکت کند.  

 : ]79[معادله ديناميكي حاکم بر اين سيستم به صورت زير است  

2 2

2

( ) ( ) ( )

( )

d y t i t dy t
g

My t M dtdt

 
= − + −  

 
(63) 

 
 NARMA-L2 کنندهکنترل   در  مورداستفاده عصبي شبكه  ساختار. 25شكل

 

 
 معلق آهنربای  سيستم از  نمايي. 26شكل

 

)که )y t  ،الكتريكي آهنربای  از  آهنربا  )فاصله  )i t   جريان شدت 

الكتريكي،   و    Mآهنربای  آهنربا  پارامتر  gجرم  است.  گرانش   ثابت 

ای که آهنربا در آن ثابت اصطكاک چسبندگي است که با توجه به ماده 

نيز با توجه به تعداد دورهای سيم    گردد. ثابتشود، تعيين ميجابجا مي

مي تعريف  آهنربا  قدرت  و  الكتريكي  آهنربای  مثال،  حول  اين  در  شود. 

 مقادير زير برای پارامترهای مدل و شرايط اوليه فرض شده است: 
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12 , 3 , 9.8 , 15

(0) 0.5 , (0) 0
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= =
 

الكتريكي است.   بالای آهنربای  معلق در  هدف، کنترل موقعيت آهنربای 

استفاده شده است.    NARMA-L2کننده  برای اين منظور، از يک کنترل 

توابع  شبكه تقريب  برای  شده  استفاده  عصبي  ساختار    gو    fهای  در 

NARMA-L2    از نوعMLP  نرون    9ها از  دو لايه بوده که لايه پنهان آن

شده  شبيهتشكيل  دياگرام  بلوک  نرماند.  در  سيستم  اين  افزار  سازی 

MATLAB   آورده شده    27کننده طراحي شده در شكل  به همراه کنترل

 است. 
 

 
 کنندهکنترل  همراه به معلق آهنربای بسته حلقه سيستم  دياگرام بلوک. 27شكل

NARMA-L2 
خروجي سيستم حلقه بسته و سيگنال مرجع تحت    ، منحني28در شكل

مدت  شبيه به  همان  30سازی  است.  شده  آورده  نيز  ثانيه  شكل  در  گونه 

تنظيم  ميمشاهده   با  البته  است.  محقق شده  به خوبي  کنترلي  شود، هدف 

 توان ميزان فراجهش را نيز کم نمود. کننده ميپارامترهای کنترل 
 

 
  سيستم برای  مرجع سيگنال و بسته حلقه سيستم  خروجي هایمنحني . 28شكل

 ( 6مثال) معلق آهنربای
 

 مدل مرجع کننده کنترل 5-3

کننده مدل مرجع از دو  ، معماری شبكه عصبي کنترل 29مطابق شكل

کننده  شبكه عصبي تشكيل شده است: يک شبكه عصبي به عنوان کنترل 

 سيستم.   بوده و يک شبكه عصبي نيز برای توصيف مدل 
 

 
 عصبي  هایشبكه از استفاده با مرجع مدل کنندهکنترل  معماری. 29شكل

 

در اين معماری کنترلي، هر شبكه عصبي دارای دو لايه است. تعداد  

توان  های موجود در لايه پنهان قابل تعيين توسط کاربر است که مينرون

سازی( برای تعيين  مقاله )بخش مدل   4های مطرح شده در بخش  از روش

کننده  های کنترل های لايه مخفي استفاده نمود. ورودیتعداد مناسب نرون

 شوند: به سه دسته تقسيم مي

 ی )لحظات قبل( سيگنال مرجع  ريتأخهای  ورودی -

 کنندهی )لحظات قبل( کنترل ريتأخهای خروجي -

 ی )لحظات قبل( سيستمريتأخهای خروجي -

است. عموماً تعداد    ن ييتعقابل  رهايتأخها، تعداد  برای هر يک از اين ورودی

های شبكه عصبي مربوط به  يابد. ورودیبا مرتبه سيستم افزايش مي  رها يتأخ

 شود: مدل سيستم به دو دسته تقسيم مي

 کنندهی کنترل ريتأخهای خروجي -

 ی سيستم ريتأخهای خروجي -

عصبي    30شكل شبكه  کنترل   مورداستفاده معماری  مدل  در  کننده 

 دهد.  مرجع را نمايش مي
 

 
 مرجع مدل کنندهکنترل  در  مورداستفاده  عصبي شبكه معماری. 30شكل

 

را در نظر بگيريد.    31ربات تک مفصله نشان داده شده در شكل(  7مثال

مطابق شكل، اين ربات فقط دارای يک بازو و يک مفصل )نقطه اتصال(  

 است. 
 

 
 ساده  ربات  سيستم. 31شكل

 

قابل   به صورت رابطه رياضي زير  بازو  اين  ديناميكي حرکت  معادله 

 : ]79[بيان است  

2

2

( ) 2 ( )
10sin ( ) ( )

d t d t
t u t

dtdt

 
= − − +  

 
(64) 
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)به    DCنيز گشتاور بازو است که توسط موتور   uزاويه بازو بوده و    که  

ای  گونهکننده بهشود. هدف، طراحي يک کنترل مي  نيتأمعنوان عملگر(  

 است که زاويه بازو در هر لحظه خروجي مدل مرجع زير را دنبال نمايد: 

                     
2

2

( ) ( )
9 ( ) 6 9 ( )ref ref

ref

d y t dy t
y t r t

dtdt
= − − + 

  (65) 

سيگنال مرجع است. برای اين    rخروجي مدل مرجع و    refyکه یطوربه

استفاده   29های عصبي شكل منظور، از معماری کنترل مدل مرجع با شبكه

ورودیمي کنترل کنيم.  ورودی  های  دو  شامل  دو ريتأخکننده  مرجع،  ی 

خروجي  ريتأخخروجي   يک  و  سيستم  کنترل ريتأخی  است.  ی  کننده 

ثانيه در نظر گرفته شده است. در    0.05برداری برابر  همچنين، زمان نمونه

به   MATLABافزار سازی اين سيستم در نرم، بلوک دياگرام شبيه32شكل

کننده مدل مرجع طراحي شده برای آن نمايش داده شده است.  همراه کنترل 

شكل منحني33در  تحت    ،  مرجع  سيگنال  و  بسته  حلقه  سيستم  خروجي 

مدت  شبيه به  همان  60سازی  است.  شده  آورده  نيز  ثانيه  شكل  در  گونه 

 شود، هدف کنترلي به خوبي محقق شده است. مشاهده مي
 

 
  کنندهکنترل  همراه به مفصله تک  ربات بسته حلقه سيستم  دياگرام بلوک. 32شكل

 عصبي هایشبكه با مرجع مدل
 

 
  تک   ربات برای  مرجع سيگنال و بسته حلقه سيستم  خروجي هایمنحني . 33شكل

 (7مثال) مفصله
 

 

 آتی کارهای برای  پیشنهاد  و  بندیجمع  -6

  های شبكه  خاص  طور  به  و  هوشمند  هایسيستم  تحليل   به  مقاله،  اين  در

  در  عصبي  های شبكه  کاربرد  و  پرداخته  کلاسيک  تئوری  ديدگاه   از  عصبي

  نرون  ابتدا  راستا،   اين  در .  شد  پرداخته  پيچيده  هایسيستم  کنترل  و  سازیمدل 

.  گرديد  ارائه  آن  مدل  و   معرفي  عصبي  های شبكه  اصلي  عنصر  عنوان  به

  ،(MLP)  پيشرو  عصبي  هایشبكه  قبيل  از  عصبي  هایشبكه  انواع  سپس

(  RNN)  بازگشتي   عصبي   هایشبكه  و(  RBF)  شعاعي   عصبي   هایشبكه

  مناسب   های نرون  تعداد   و  هالايه  تعداد  مورد  در  ادامه،  در .  گرديد  تشريح

  تقريب  جهت  خصوصبه  و  مختلف  کاربردهای  برای  عصبي  هایشبكه

  سپس .  شد  بحثهای پيچيده  سازی آزمايشي سيستمو مدل   غيرخطي  توابع

  و   کلاسيک  تئوری  ديدگاه   از  عصبي  هایشبكه  يادگيری  هایالگوريتم

  از  مثال  چندين  و  گرفت   قرار   بررسي  و   موردمطالعه   عددی   سازی بهينه  بحث 

.  گرديد  ارائه  نيز(  ديناميكي  و  استاتيكي)  غيرخطي  هایسيستم  سازیمدل 

  کنترل   در  عصبي  هایشبكه  کاربرد  بحث  به  سازی،مدل   بحث  از  پس

  بينپيش  کنترل  مهم  کنترلي   معماری  سه   و   شد  پرداخته  پيچيده  هایسيستم

  و   NARMA-L2  کنترل   عصبي،  هایشبكه  نوع  از  بينپيش  مدل   با  مدل 

  و  عملكرد  ،هاييسازیشبيه  ارائه  با   نهايتاً  و  گرديد   ارائه  مرجع  مدل   کنترل 

کار،  به.  شد  بررسي  کنترلي  هایمعماری  اين  کارايي اين  ادامه    درعنوان 

  مبتني  هایتكنيک  و   مدل   بر  مبتني  هایتكنيک  انواع  بر  مروری  به  آتي،  مقاله

 مقايسه   مورد   و  شده  پرداخته  هاسيستم  کنترل  و  سازیمدل   جهت   داده   بر

  انواع   به  و  شده   مقايسه  سازیبهينه  برابر  در  يادگيری  جايگاه   و  گيرندمي  قرار

  تقويتي،   يادگيری   ناظر،  بدون  باناظر،  يادگيری  يادگيری،  های تكنيک

  همچنين، .  شد  خواهد  پرداخته  هاسيستم  تئوری  منظرگاه  از  عميق  يادگيری

  دو  هر در  داده   جويبار  يا  ها داده   دنباله   شكل   به   ها، داده   ارائه   سرعت  پيرامون

  احتمال  توزيع  کاربردها،  برخي  در.  شد  خواهد   مطالعه  خاص  و  زماني  عدبُ

  به   همچنين،(.  مفهوم  گذار  يا  رانش)  کندمي  تغيير  داده   جويبار  های نمونه

  بزرگي  ميزان  و  هاداده   تنوع  ها،داده   جويبار  در  تغييرات  اين  سرعت  تأثيرات

  که  يادگيری   سيستم.  گيردمي  قرار  موردمطالعه  يادگيری  سيستم  در  هاداده 

  در  دقت  جايگزيني  رابطه   دارای  گيرد،مي  قرار  موردمطالعه  مدل   عنوانبه

  نقد   را  يادگيری  سيستم   اين  اصلي  هایويژگي.  باشدمي  حافظه   حجم  برابر

 علم   و  آماری  يادگيری  مقابل  در ماشين  يادگيری  جايگاه   به  و  نمود  خواهيم

  محاسبات   نهايتاً  و  سايبرنتيک  علوم   و  مصنوعي  هوش  با  ارتباط  و  داده 

  عملكردهای   يا  شناختي   کنترل .  پرداخت  خواهيم   شناختي  کنترل  و شناختي

  يک   در  که   شناختي   فرايندهای   بررسي   به  شناختي،   فرآيندهای   اجرايي

  دادن  پوشش  با  مطالعه،  اين.  پردازدمي  هستند   تغيير  حال   در  دائماً  محيط

  شناسي،عصب  همچنين  و  شناختي  کلاسيک  هاینظريه  و  هامدل   تحقيقات،

.  نمايدمي  ارائه  ها سيستم  تئوری   منظرگاه   از   فرآيندها  اين  به   عميق   نگاهي

  و ماشين هایواسط ساخت و طراحي شناختي، رباتيک ها،سيستم شناسايي

  اعصاب  علوم هایروش يادگير، مصنوعي  شناختي  هایسيستم توسعه  مغز،

  و  مغز  عملكردی  و  ساختاری  هایويژگي  ارتباط  وتحليلتجزيه  محاسباتي،

  اصلي  هسته  مختلف،  زماني  های مقياس  در  هاآن  ديناميكي  تغييرات

 . بود خواهند آتي مطالعه ملاحظات
 

 مراجع 

تحليل و کنترل سيستم های  ". محمدباقر منهاج، هدی نخبه الفقهايي،  ]1[

، جلد اول، انتشارات دانشگاه صنعتي  "خطيديناميكي و چند متغيره  

 . 1401اميرکبير، 
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تحليل و کنترل سيستم های  ". محمدباقر منهاج، هدی نخبه الفقهايي،  ]2[
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