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كه داراي بخش استخراج ويژگي  (TSK)كانگ -سوگنو-فازي تاكاگي  ين از سيستمدر اين مقاله به معرفي ساختاري نو: چكيده

 Semi-Polynomial data Mapping Fuzzy Inferenceروش پيشنهادي تحت عنوان. پردازيم باشد، مي در قسمت ورودي مي

System   و به اختصار(SPMFIS) اي به منظور تبديل  ملهدر روش پيشنهادي از يك نگاشت داده شبه چند ج. شود معرفي مي
اي  در گام بعد خروجي حاصل از نگاشت داده شبه چند جمله. شود وروديهاي اصلي به وروديهاي جديد با ابعاد كاهش يافته استفاده مي

 Adaptive Network Based Fuzzy Inference System (ANFIS) به عنوان ورودي سيستم فازي كه در اين مقاله از شبكه
اي، از  و بخش نگاشت داده شبه چند جمله ANFISبه منظور آموزش پارامترهاي شبكه . رود استفاده شده است به كار ميبدين منظور 

همچنين به منظور بررسي كارايي روش مطرح شده، كاربرد آن در كلاس بندي چندين . الگوريتم گراديان نزولي استفاده شده است
نتايج حاصل از اين . بيني سري زماني مورد بررسي و آزمايش قرار گرفته است پيشمجموعه داده استاندارد، شناسايي سيستم و 

  .ها دلالت بر كارايي بالاي روش مطرح شده در برابر روشهاي مرسوم شناسايي و كلاس بندي دارد سازي شبيه

بيني سريهاي  ي سيستم و پيشبندي الگو، شناساي ، كاهش ابعاد، الگوريتم گراديان نزولي، كلاسTSKسيستم فازي : كلمات كليدي
 .زماني

Semi-polynomial Takagi-Sugeno-Kang Type Fuzzy 
System for System Identification and Pattern Classification 

A. Sharifi, M. Aliyari Shoorehdeli, M. Teshnehlab  
Abstract: In this study a new type of Takagi-Sugeno-Kang (TSK) type fuzzy system with 

dimension reduction section at the input stage called Semi-polynomial data Mapping Fuzzy 
Inference System (SPMFIS) is proposed. In the proposed method a semi-polynomial feature map 
is used to transform the input variables to new extracted features with low dimensions. At the 
next step, these new features are used as the input vector of ANFIS structure. Also gradient 
descent algorithm is chosen for training parameters of ANFIS and SPM parts of the proposed 
method. In order to evaluate the capability of the proposed method, its applications in 
classification of some different benchmark data sets, system identification, and time series 
prediction have been studied. The results show that the proposed method performs better than the 
conventional models in classification, identification and time series prediction. 

 
Keywords: TSK type fuzzy system, gradient descent algorithm, pattern classification, system 

identification and time series prediction.  
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  مقدمه -1
گرهاي  هاي فازي به عنوان تقريب شبكه هاي عصبي و سيستم

توانند هر تابع غير خطي داده شده را به شرط  عمومي شناخته شده كه مي
وجود تعداد كافي از نرون در لايه مياني و قواعد فازي با دقت مورد نظر 

هاي عصبي و  مطالعات اخير در زمينه شبكه. ]53، 52[ تخمين بزنند
هاي فازي نشان دهنده اين مساله است كه تركيب اين دو روش  تمسيس

  .باشد هاي غير خطي بسيار موثر مي در زمينه شناسايي سيستم
در زمان طراحي يك سيستم فازي، استفاده از روش جدول  

باشد  جستجو به منظور طراحي و استخراج قوانين يك روش معمول مي
ها و  اني كه تعداد وروديبر است، خصوصا زم كه روشي بسيار زمان

دليل اين امر . زياد باشند يتوابع تعلق در نظر گرفته شده براي هر ورود
يك مجموعه . باشد رشد نمايي تعداد قوانين فازي در اين حالت مي

قانون فازي بزرگ سبب پر شدن سريع حافظه سيستم شده و سيستم 
. واجه خواهد شدفازي متناظر به منظور پياده سازي با مشكلات فراوان م

هاي متعددي به منظور طراحي مناسب سيستم فازي معرفي  رهيافت
برخي از محققين به بررسي طراحي خودكار ساختمان ]. 1-7[اند  شده

، الگوريتم ]8[يك سيستم فازي با استفاده از روشهاي جستجوي تابو 
قاتي تحقي. و غيره پرداخته اند] 4[، برنامه ريزي تكاملي ]6، 5، 2[ژنتيك 

نيز در زمينه افراز فضاي ورودي به منظور تخمين قواعد و پارامترهاي 
  ].18، 17[يك سيستم فازي منفرد انجام شده است 
و تعداد  nهاي يك سيستم فازي  در حالت كلي اگر تعداد ورودي

باشد، تعداد كل  m توابع تعلق در نظر گرفته شده براي هر ورودي 
شود كه تعداد  مشاهده مي. باشد مي mnبا قواعد فازي ايجاد شده برابر 

قوانين سيستم فازي به صورت نمايي بر اساس تعداد متغيرهاي ورودي 
هاي فازي در اصطلاح  اين مشكل در زمينه سيستم. رشد خواهد كرد

. شود شناخته مي Curse of Dimensionality (COD)تحت عنوان
فازي -و عصبي يك مشكل حل نشده در زمينه سيستم فازي CODمساله 
باشد و كليه راهكارهاي ارائه شده هركدام بخشي از مشكلات  مي

به عنوان يك راهكار و  ]. 19[اند موجود در اين زمينه را برطرف نموده
پيشنهاد داده است تا ] Brown ]16بر اين مشكل، نسبي به منظور غلبه 

چندين سيستم فازي با ابعاد كوچك در يك ساختار سلسله مراتبي 
بر اين اساس رشد قوانين يك رشد خطي بر اساس ورودي . مرتب شوند

هاي  اين روش ايده اصلي سيستم. در برابر رشد نمايي متداول خواهد شد
همچنين ثابت شده است كه ]. 23[باشد  فازي سلسله مراتبي مي

، 24[باشند  هاي عمومي مي هاي سلسله مراتبي فازي نيز شناساگر ساختار
هاي فازي توسط  مشكلات موجود در زمينه طراحي سيستمبرخي از ]. 25

] 8-16[هاي فازي سلسله مراتبي حل شده است  محققين در شاخه سيستم
  ].20-22[و 

، كاهش ابعاد داده CODرهيافت ديگر به منظور غلبه بر مشكل 
ورودي به يك تعداد قابل قبول به لحاظ محاسباتي در گام اول و استفاده 

ش يافته به عنوان ورودي سيستم فازي در گام دوم از اين داده كاه
در بسياري از موارد اين دو گام به صورت دو مرحله . ]48-51[ باشد مي

شود كه يكسان  مجزا از يكديگر و بر اساس معيارهاي مختلف انجام مي
شود تا  نبودن معيار كاهش ابعاد و روش طراحي سيستم فازي سبب مي

عموم روشهاي استخراج . را نداشته باشندها كارايي مناسبي  اين روش
هاي ويژگي موجود به عنوان يك روش پيش پردازش بر روي داده

موجود اعمال شده و در گام بعدي دادهاي استخراج شده به عنوان 
. گيرندهاي سيستم كلاس بندي و شناساگر مورد استفاده قرار ميورودي

بر اساس خصوصيات  شود كه ويژگيهاي استخراج شدهاين امر سبب مي
- شبكه آموزش پذير نبوده و با توجه به غير قابل تغيير بودن اين ويژگي

  .هاي استفاده شده محدود شودهاي استخراج شده كارايي شبكه
اين مقاله سعي در تلفيق دو مرحله مطروحه و يكپارچه نمودن آنها 

 SPMFISاين ساختار جديد تحت عنوان . تحت يك ساختار را دارد
در روش معرفي شده يك نگاشت داده شبه چند . شود في ميمعر

در بخش ورودي سيستم فازي قرار گرفته كه وظيفه  (SPM)اي  جمله
. كاهش ابعاد داده ورودي به يك اندازه قابل قبول را بر عهده دارد

كه به عنوان ] ANFIS ]26همچنين به منظور آموزش پارامترهاي ساختار 
، SPMقرار گرفته و نيز پارامترهاي بخش  سيستم فازي مورد استفاده

الگوريتم . شود الگوريتم آموزشي مبتني بر گراديان نزولي مطرح مي
هاي آموزشي گراديان نزولي از جمله روشهاي متداول در آموزش شبكه

باشد كه به سبب سادگي محاسبات و پياده فازي مي-عصبي و عصبي
اين مقاله مورد  سازي و سرعت مناسب به عنوان روش آموزش در

نكته مهم در اين ميان معيار يكسان آموزش . استفاده قرار گرفته است
باشد كه سبب حصول كارايي  مي SPMو  ANFISبراي هر دو بخش 

هاي جديد و  بالا در روش مطرح شده به منظور استخراج ورودي
اين كارايي با آموزش . شود مي ANFISشناسايي حاصل از شبكه 

هاي اين نوشتار  ربي براي بخش كاهش بعد از نوآوريهدفمند و با م
  .باشد مي

است، سيستم استنتاج فازي   اين مقاله بدين صورت سازماندهي شده
TSK  و ساختارANFIS  مفهوم . شوند معرفي مي 2در بخشSPM  در

و روش آموزش بر  SPMFISساختار شبكه . شود بررسي مي 3بخش 
شبيه سازي و نتايج در . شوند ح ميمطر 4پايه گراديان نزولي در بخش 
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هاي نهايي  نتيجه گيري 6انجام خواهد شد و در پايان در بخش  5بخش 
  .بيان خواهند شد

  

  مفاهيم اوليه -2
و ساختار  TSKدر اين بخش به معرفي مفاهيم اوليه سيستم فازي 

پرداخته شده و موارد مرتبط با اين دو مفهوم در زمينه  ANFISشبكه 
   .گيرند فازي مورد بررسي قرار ميهاي  سيستم

  

  TSKسيستم استنتاج فازي  2-1
آنگاه فازي -اي از قواعد اگر هاي استنتاج فازي از مجموعه سيستم
 ]:27[باشد  فرم زير مي به TSKيك مدل فازي . اند تشكيل شده

Rj : if x1 is A1j and x2 is A2j and … and xn is Anj 
Then  y = gj (x1,x2,…,xn)      (j=1,2,…,R)  

تعداد قواعد فازي،  Rتعداد متغيرهاي ورودي،  nكه در رابطه فوق، 
Aij  مجموعه فازي متناظر باi- امين متغير ورودي برايj - امين قانون فازي
باشد كه معمولا داراي يك فرم خطي ساده  مي xiيك تابع ثابت از  gjو 

. شدبا مي gj (x1,x2,…,xn) = q0+ q1x1+…+ qnxnبه صورت 
  :خروجي نهايي سيستم فازي فوق به صورت زير قابل بيان است
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  mjاست،  Aijتابع تعلق براي مجموعه فازي  uijكه در آن 
(1≤mj≤n)  تعداد متغيرهاي ورودي در بخش مقدم قوانين فازي است و

T  يك عملگرT‐norm سيستم فازي . باشد فازي ميTSK   يك سيستم
افراز فضاي ورودي با استفاده از روشهاي خوشه . باشد منفرد فازي مي

بندي و غيره به منظور كارايي بهتر سيستم فازي امري لازم و  بندي، شبكه
همچنين برخي روشهاي تطبيق پذير به منظور ]. 17[باشد  ضروري مي

علق در بخش مقدم و پارامترهاي آزاد در تخمين شكل و تعداد توابع ت
  ].28، 18، 7[اند  بخش تالي سيستم فازي مطرح شده

  
 ANFISساختار  2-2

تخمين گرهاي مستقل از ] 29[هاي فازي هاي عصبي و سيستمشبكه
ها و  خورد با عدم قطعيت هاي مشابهي را در بر باشند و قابليت مدل مي

ان تبديل كردن سيستم استنتاج فازي لذا امك. دهند نويز از خود نشان مي
اي كه از اين طريق به  شبكه. به فرم يك شبكه آموزش پذير وجود دارد

هاي عصبي را به منظور  تواند روشهاي يادگيري شبكه آيد مي دست مي

علاوه ساختار حاصل از اين  به. آموزش پارامترهاي خود به كار گيرد
نمانده و با توجه به قابليت طريق به صورت يك سيستم جعبه سياه باقي 

هاي فازي مزاياي بيشتري خواهد داشت و نتيجه  سيستم يتفسير پذير
  .]30[نهايي به فرم قواعد زباني قابل بيان خواهد بود 

نيز از دو بخش تشكيل  ANFISهاي فازي، ساختار  همانند سيستم
شود كه اين  بخش نخست مقدم و بخش دوم تالي ناميده مي. شده است

بخش توسط قواعد فازي در فرم يك شبكه به يكديگر متصل دو 
را در پنج لايه نمايش  ANFIS ساختار يك شبكه  )1(شكل . شوند مي
دهد، لايه دوم  سازي را انجام مي دهد، كه در آن لايه اول عمل فازي مي

دهد،  فازي را براي بخش مقدم قواعد فازي انجام مي T‐normعمل  
رود، لايه چهارم بخش تالي  سازي به كار مي اللايه سوم به منظور نرم

نمايد و در نهايت لايه پنجم خروجي نهايي  قواعد فازي را ايجاد مي
خور براي ساختار شبكه نمايش روابط پيش. كند سيستم را محاسبه مي

 :باشند به شرح زير مي )1( داده شده در شكل
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نشان دهنده تعداد توابع تعلق براي هر متغير  mكه در روابط فوق 
اعداد حقيقي متناظر با وزنهاي خطي در  {q0,q1,q2}ورودي بوده و 

به  ANFISبكه ش yخروجي نهايي . باشند مي ANFISبخش تالي سيستم 
  :صورت زير قابل محاسبه است
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 ANFISهاي غير خطي پيچيده، مدل  سازي سيستم به منظور مدل
نمايد به عبارتي فضاي  هاي مختلفي افراز مي فضاي ورودي را به بخش

از  ANFISشبكه ]. 17[شود  ورودي به نواحي محلي فراواني تقسيم مي
اين . نمايد وابع تعلق فازي بمنظور تقسيم هر بعد ورودي استفاده ميت

توابع تعلق با يكديگر همپوشاني دارند، به عبارتي يك ورودي منفرد 
قابليت شبكه . سبب فعال شدن همزمان حداقل دو تابع تعلق خواهد شد

ANFIS  به تعداد توابع تعلق در نظر گرفته شده براي هر بعد ورودي
معمولا توابع تعلق استفاده شده توابع زنگي شكل گوسي با . توابسته اس

باشند كه به فرم زير  ميزان بيشينه برابر با يك و كمينه برابر با صفر مي
  .باشند قابل تعريف مي

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
88

34
5.

13
89

.4
.3

.2
.4

 ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c-
is

ic
e.

ir
 o

n 
20

26
-0

1-
31

 ]
 

                             3 / 14

https://dor.isc.ac/dor/20.1001.1.20088345.1389.4.3.2.4
http://joc-isice.ir/article-1-115-fa.html


18 

  
  سيستم و كلاس بندي الگو كانگ با كاربرد در شناسايي-سوگنو-اي تاكاگيمعرفي سيستم فازي شبه چند جمله

  دلي، ممد تشنه لبآرش شريفي، مهدي علياري شوره
 

Journal of Control, Vol. 4, No. 3, Fall 2010 1389، پاييز 3، شماره 4، جلد مجله كنترل 

 
 

)6 (                                            
⎭
⎬
⎫

⎩
⎨
⎧ −
−= 2)(exp)(

i

i
M

xxx
i σ

μ   

}كه در رابطه فوق  }iix σ, توابع تعلق هستند كه بر روي پارامترهاي
  .گذارند شكل آن تاثير مي

 

  داراي دو ورودي ANFISساختار شبكه : 1 شكل
  

  اينگاشت داده شبه چند جمله -3
يافتن فرم نمايش با ابعاد پايين از يك داده با ابعاد بالا اولين گام در 

هاي با بعد  استفاده از داده. شدبا بازشناسي الگو و شناسايي سيستم مي
تر انجام  تر و مقاوم بندي و شناسايي سريع شود تا كلاس كمتر سبب مي

از همين رو روشهاي كاهش ابعاد مختلفي تا كنون معرفي ]. 31[شوند 
اي از متغيرهاي ورودي، كاهش  با داشتن مجموعه]. 31-35[اند  شده

اولين روش شناسايي  .تواند انجام شود ابعاد به دو صورت كلي مي
تاثير يا بسيار كم  بندي و يا شناسايي بي متغيرهايي است كه در كلاس

متغير از  rاز همين رو اين عمل مشابه با يافتن تعداد . باشند تاثير مي
اين روش در اصطلاح انتخاب ويژگي . باشد متغير موجود مي nمجموع 
بسياري  ياربردهاروش انتخاب ويژگي در ك). )2(شكل (شود  ناميده مي

و ] 36[مورد استفاده قرار گرفته است، همانند دسته بندي خودكار متن 
در حالت كلي روشهاي انتخاب ويژگي به دو ]. 37[ها  بندي داده نمايه

روشهاي فيلتر و روشهاي بسته بندي كه : شوند دسته اصلي تقسيم مي
ه است ب نمايش داده شد-)3(الف و -)3(هاي  دياگرام آنها در شكل

]38.[  

  
  كاهش ابعاد با استفاده از روش انتخاب ويژگي: 2ل كش

 

Feature 
selector 

Classifier 
Identifier 

Original 
features 

Selected 
features 

Evaluation (b) 

Feature 
selector 

Classifier 
Identifier 

Original 
features 

Selected 
features 

(a) 

  بسته بندي در انتخاب ويژگي) فيلتر و ب) مقايسه ميان روشهاي الف :3ل كش
  

متغير  nرهيافت دوم به منظور كاهش ابعاد داده، يافتن تبديلي از 
اين روش در اصطلاح . باشد متغير خروجي مي rبه تعداد ورودي 

انتخاب ويژگي در فضاي تبديل و يا به اختصار استخراج ويژگي ناميده 
تواند به صورت خطي و يا غير خطي  اين تبديل مي). )4(شكل (شود  مي

از ويژگيهاي اوليه باشد و ممكن است با مربي و يا بدون مربي انجام شود 
]39.[  

  
  ويژگي استخراجكاهش ابعاد با استفاده از روش : 4ل كش

  
با يك استخراج كننده ويژگي در  ANFISاين مقاله يك ساختار 

دياگرام كلي . نمايد شود را معرفي مي ناميده مي SPMبخش ورودي كه 
در روش پيشنهادي از . نمايش داده شده است )5( اين روش در شكل

اي به منظور تبديل وروديهاي اصلي به  داده شبه چند جمله يك نگاشت
در گام بعد . شود وروديهاي جديد با ابعاد كاهش يافته استفاده مي
اي به عنوان ورودي  خروجي حاصل از نگاشت داده شبه چند جمله

در نظر گرفته شده است  ANFIS سيستم فازي كه در اين مقاله شبكه
، كاهش ابعاد و روش مطرح شدهدر . گيرندمورد استفاده قرار مي

شناسايي به صورت همزمان و با يك معيار كارايي يكسان /بندي كلاس
در ادامه بخش استخراج  ANFISدر اين روش شبكه . شود انجام مي

گيرد تا مشكلات موجود در روشهاي منفصل استخراج  ويژگي قرار مي
  .نمايدويژگي كه در بخش مقدمه به آنها اشاره شد را برطرف 
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Feature 
extractor 

 

Original 
features 

 

Extracted 
features 

 

Classifier 
Identifier 

Error 

Error 

  شماي كلي روش مطرح شده: 5ل كش
  

بردار  (SPM)در روش مطرح شده، بلوك استخراج ويژگي 
},...,{بعدي  nورودي  1 nxx=xr  را به يك بردار ويژگي جديدr  بعدي

},...,{ 1 rXX=X
r معادله زير به فرم يك شبه چند . نمايد تبديل مي

  :شود ن منظور استفاده مياي براي اي جمله

)7(    rjxaxaxaX
j
np

n
j

n
jpjjpj

j ,...,2,1,...222111 =+++=  
       نشان دهنده تعداد ويژگيهاي تبديل شده، rكه در رابطه فوق 

Xj (j =1,..,r) نشان دهنده ويژگي جديد(r ≤ n)  و متغيرهايa1,..,an 
 xrقابل ذكر است كه بردار ورودي. اعداد حقيقي هستند  p1,…,pnو

  .باشد، نرمال شود مي ∞+>l1<l2>0كه در آن  [l1, l2]بايد در بازه  مي
   

  و روش آموزش SPMFISساختار  -4
و روش آموزش بر اساس  SPMFISدر اين بخش ساختار 

همانطور كه قبلا اشاره شد، . شود الگوريتم گراديان نزولي مطرح مي
SPMFIS  ساختار جديدي از شبكهANFIS باشد كه از روش  مي

اي به منظور استخراج ويژگي در بخش  شت داده شبه چند جملهنگا
داده با ابعاد بالا به عنوان ورودي بلوك . ورودي آن استفاده شده است

SPM  استفاده شده و خروجي آن به عنوان بردار ورودي شبكهANFIS 
متغير  nبا تعداد  SPMFISشماي كلي  )6(شكل . شود استفاده مي

را نشان  X1,…,Xrويژگي تبديل شده  r و تعداد  x1,…,xnورودي
  .دهد مي

  
  SPMFISساختار كلي شبكه : 6لكش

  
متغير  rبا تعداد  ANFISخور براي يك شبكه  معادلات پيش

تابع تعلق براي هر ورودي به صورت زير قابل بيان  mورودي و تعداد 
  :است
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mikكه در روابط بالا  هاي موجود  و انديس =1,...,
)(در kM Xk

ki
μ كنند كه اين  بيان ميik- امين خروجي تابع تعلق برايk -

هاي موجود در همچنين انديس. استامين متغير ورودي 
riiikq ..., 21

 
امين قانون فازي i1i2…ir–امين وزن خطي براي - kدهند كه اين  نشان مي

به صورت زير  ANFISدر اين حالت خروجي نهايي شبكه . باشد مي
  :باشد قابل محاسبه مي
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به عنوان خروجي  yبه عنوان مقدار هدف و  *yن با در نظر گرفت
  :باشد ، معيار ارزيابي به صورت زير قابل تعريف ميANFISشبكه 
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متغير ورودي و  rبا تعداد  ANFISالگوريتم نهايي آموزش شبكه 
  :دي در زير خلاصه شده استتابع تعلق براي هر ورو mتعداد 
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rjكه در روابط فوق  ,...,1= ،mik نرخ آموزش  ηFISو =1,...,
انتخاب ] 0،1[باشد كه از بازه  مي SPMFISاز ساختار  ANFISبخش 

  .شود مي
 SPMخور و روش به روز رساني پارامترهاي بخش معادلات پس

  :در ذيل آورده شده است SPMFISاز ساختار 
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به ترتيب نشان   j=1,2,…,rو  i=1,2,…,nكه در روابط فوق 
در . باشند دهنده متغيرهاي ورودي و ويژگيهاي استخراج شده مي
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از  SPMنشان دهنده نرخ آموزش براي بخش  ηSPMمعادلات فوق، 
معادلات  .شود انتخاب مي] 0،1[باشد كه از بازه  مي SPMFISساختار 

  :باشند مترهاي اين بخش به شرح زير مينهايي مربوط به آموزش پارا
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  :كه در روابط فوق
 )21 (                                                              

jX
yS

∂
∂

=   

نمايانگر عملگر  (.)ln، عبارت )20( رابطهبل ذكر است كه در قا
  .باشد لگاريتم طبيعي مي

  

  شبيه سازي و نتايج -5
در اين بخش كارايي روش معرفي شده با روشهاي متداولي از قبيل 

شبكه عصبي چند لايه به همراه كاهش ، 1هاي عصبي چند لايه شبكه
و شبكه   3شبكه هاي پايه شعاعي ،2آناليز مولفه پايهويژگي با استفاده از 

ANFIS  در كلاس بندي چندين مجموعه داده استاندارد، شناسايي
گلاس مورد بررسي -سيستم و پيش بيني سري زماني آشوبناك مكي

  .گيرد قرار مي
  

  بندي الگوكلاس -5-1
در اين بخش به منظور بررسي قابليت كلاس بندي سيستم معرفي 

مجموعه داده مورد بررسي  دي چندين شده، كاربرد آن در كلاس بن
هاي استفاده شده براي اين منظور از  مجموعه داده. قرار گرفته است

كه هر مجموعه داده ] 40[اند  گرفته شده UCIمنابع يادگيري ماشين 
هاي  اين مجموعه  شامل داده. باشد داراي مقادير پيوسته و صحيح مي

Iris, Wine, Pima‐Indians diabetic  وStatlog  heart 
را نمايش   مشخصات اين چهار مجموعه داده )1(جدول . باشد مي
ها هيچ داده آزموني مشخص  در اين مجموعه داده هاز آنجا ك. دهد مي

به منظور بررسي  4ها تاكردن داده-10نشده است، در اين مقاله از روش 
شود، بدين ترتيب كه هر مجموعه  كارآيي روش مطرح شده استفاده مي

ها به عنوان  بخش تقسيم شده و در هر اجرا يكي از زير دسته 10ده به دا
  .شود بار تكرار مي 10داده آزمون استفاده شده و اين عمل 

  

  
1 Multi Layer Perceptron (MLP) 
2 Principal Component Analysis (PCA) 
3 Radial Basis Function (RBF) 
4 10-Fold Cross Validation 

  هاي استفاده شده مشخصات مجموعه داده: 1جدول 

Data set  # Pattern  # Attributes  # Class 

Iris 150 4 3 
Pima Indians   768 8 2 
Wine 178 13 3 
Statlog heart 270 13 2

 
هايي با ابعاد بيش از شش  براي داده ANFISاز آنجاكه نتايج شبكه 

باشد، براي  متغير ورودي به علت افزايش تعداد قوانين فازي مناسب نمي
، Statlog heart و  Wine, Pima‐Indians diabeticهاي  داده

و به منظور در پيش پردازش اوليه ] 41-43[روش آناليز مولفه پايه  
  .گيرد استخراج ويژگي به تعداد شش عدد مورد استفاده قرار مي

 )7(در شكل  SPMFIS، ساختار شبكه Iris براي مجموعه داده 
 nشود ساختار فوق تعداد  همانطور كه ديده مي. است  نمايش داده شده

ويژگي اوليه را دريافت كرده و آن را به دو ويژگي جديد تبديل 
استفاده شده نيز شامل دو متغير ورودي  ANFISتار شبكه ساخ. نمايد مي
باشد كه براي هر ورودي تعداد دو تابع تعلق در نظر گرفته شده  مي

بر همين اساس مجموع كل قوانين فازي در اين ساختار برابر با . است
  .باشد چهار قانون فازي مي

 Statlogو  Wine, Pima‐Indians diabeticهاي  براي داده

heart  ساختاري )7(علاوه بر ساختار نمايش داده شده در شكل ،
ديگر با تعداد سه ويژگي استخراج شده مورد استفاده قرار گرفته است 

 ANFISدر اين ساختار شبكه . نمايش داده شده است )8(كه در شكل 
استفاده شده داراي سه متغير ورودي و براي هر ورودي تعداد دو تابع 

عداد قوانين فازي در اين حالت برابر با هشت قانون باشد و كل ت تعلق مي
  .باشد فازي مي
 

SPM y ANFIS 

x1 
x2 

xn

X1 

X2 

  
  با دو ويژگي تبديل يافته SPMFISساختار شبكه : 7لكش

  
 

SPM y ANFIS 

x1 
x2 

xn

X1 

X2 

X3 
  

  با سه ويژگي تبديل يافته SPMFISساختار شبكه : 8لكش
  

بخش به منظور مقايسه توانايي  همانطور كه اشاره شد در اين        
و  MLP ،RBFهاي روش مطرح شده در، روش پيشنهادي با شبكه
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ANFIS شبكه عصبي . مورد مقايسه قرار گرفته استMLP از مجموعه -

كه هر لايه اي تشكيل شده است ها در يك ساختار لايهاي از نورون
. دباشداراي يك تابع فعال سازي به صورت خطي و يا غير خطي مي

و نوع توابع فعال هاي شبكه تعداد كلي لايه ،ها در هر لايهتعداد نورون
 MLPتعيين كننده قابليت كلي شبكه سازي استفاده شده در هر لايه 

  . باشندمي
شود كه به عنوان يك شبكه دو لايه در نظر گرفته مي RBFشبكه 

يه هاي لايه اول عموما از نوع گوسي بوده و لايه دوم يك لانورون
  . شودباشد كه به منظور ايجاد خروجي نهايي در نظر گرفته ميخطي مي

استفاده شده  MLPها، ساختار شبكه  براي تمامي مجموعه داد 
هاي اول و دوم به  باشد كه توابع فعال سازي لايه شامل سه لايه مي

راي تابع فعال سازي خطي صورت سيگموئيد دو قطبي و لايه سوم دا
شبكه عصبي هاي مختلف  هاي استفاده شده در لايه د نرونتعدا. باشد مي

براي هر مجموعه داده به صورت تجربي به  RBFو نيز لايه اول شبكه 
در تعداد بيشتر نورون قابل ذكر است كه استفاده از  .دست آمده است

هاي بهتري را ايجاد نكرده و در برخي پاسخ RBFو  MLPساختارهاي 
  .گرديدهاي حاصل ميسخموارد موجب بدتر شدن پا

هاي استفاده   هاي مختلف براي مجموعه داده در شبيه سازي        
هاي آموزش و آزمون مورد بررسي  بندي براي داده شده، دقت كلاس
 Pima‐Indians diabeticبراي دو مجموعه داده . قرار گرفته است

 Statlogو  heart بندي، از دو معيار علاوه بر معيار دقت كلاس 
معيار ]. 44[نيز استفاده شده است   2و اختصاصي بودن 1حساسيت

نشان دهنده نسبتي از حالات مثبت است كه به ) يادآوري(حساسيت 
اند و معيار اختصاصي بودن نشان دهنده نسبتي  همين عنوان شناخته شده

اين دو معيار به . اند از حالات منفي است كه درست تشخيص داده شده
  :تعريف هستندصورت زير قابل 

)22(                                       
FNTP

TPySensitivit
+

=                                                                     

)23(                                       
FPTN

TNySpecificit
+

=                                                                     

درست تعيين شده به نام  لكه در روابط فوق، يك حالت غير نرما
(TP) لشود، يك تشخيص نادرست از يك وضعيت غير نرما ناميده مي 
يك تشخيص نادرست از يك حالت نرمال شود،  ناميده مي (FN)به نام 
(FP) شود و در نهايت يك حالت نرمال درست تشخيص داده  ناميده مي
   ..شود خوانده مي (TN)شده 

  
1 Sensitivity 
2 Specificity 

-10سازي هاي انجام شده، از روش  همانطور كه اشاره شد در شبيه
بندي  ميانگين نتايج دقت كلاس. ها استفاده شده است داده 3تا كردن
 Wine و  Iris هاي  هاي آموزش و آزمون براي مجموعه داده براي داده

جداول در اين . نمايش داده شده است )3(و  )2( ترتيب در جداول به
Structure  نشان دهنده ساختار شبكهMLPهاي شبكه  ، تعداد نرون

RBF  و تعداد قواعد فازي براي ساختارهايANFIS  وSPMFIS 
نشان دهنده تعداد كل پارامترهاي  Parameterهمچنين . باشد مي

و  SPMFIS2آموزش پذير در ساختارهاي استفاده شده بوده و 
SPMFIS3 اختارهاي به ترتيب نشان دهنده سSPMFIS  با تعداد دو و

در اين حالت براي مجموعه داده  .باشند سه ويژگي استخراج شده مي
Iris هاي آموزش نرخηFIS  وηSPM  و  0.05و  0.15به ترتيب برابر با

  .اندانتخاب شده 0.05و  0.1برابر با  Wineبراي مجموعه داده 
  

  Irisهاي  هبندي براي داد ميانگين نتايج صحت كلاس: 2جدول 
  Network  MLP  RBF  ANFIS  SPMFIS2 

  Train 94.08 94.25 97.33 97.00 

  Test 91.67 92.00 94.67 95.67 

  Epoch 1000 500 100 100 

  Structure 4‐4‐1 15 16 4 

  Parameter 45 90 96 36 

  
  

  Wineهاي  بندي براي داده ميانگين نتايج صحت كلاس: 3جدول 
  Network  MLP  RBF  ANFIS  SPMFIS2  SPMFIS3 

  Train 96.15 96.59 97.33 97.56 98.22 

  Test 90.70 90.47 92.79 93.26 94.19 

  Epoch 1000 500 100 100 100 

  Structure 5‐7‐1 15 64 4 8 

  Parameter 85 120 472 44 80 

  
حساسيت و اختصاصي  هايبندي، معيار ميانگين نتايج دقت كلاس

 و  Pima‐Indians diabeticهاي آموزش و آزمون  براي دادهبودن 

Statlog  heart  نمايش داده شده  )5(و  )4(به ترتيب در جداول
 Pima‐Indians diabeticدر اين حالت براي مجموعه داده  .است
و براي  0.03و  0.1به ترتيب برابر با  ηSPMو  ηFISهاي آموزش نرخ

  .اندانتخاب شده 0.07و  0.15ابر با بر Statlog heartمجموعه داده 
  

  
3 10-fold cross validation 
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  Pima‐Indians diabeticهاي  ميانگين نتايج حاصل براي داده: 4جدول 
  Network  MLP  RBF  ANFIS  SPMFIS2  SPMFIS3 

  Train 80.27 84.85 85.91 85.74 85.97 

  Test 78.24 82.50 81.99 82.94 85.29 

  Spec. 70.53 70.04 74.90 73.22 75.74 

  Sens. 87.32 95.92 93.14 94.72 94.05 

  Epoch 1500 1000 200 100 100 

  Structure 7‐10‐1 30 64 4 8 

  Parameter 140 240 472 44 80 

  
  Statlog heartهاي  ميانگين نتايج حاصل براي داده: 5جدول 

  Network  MLP  RBF  ANFIS  SPMFIS2  SPMFIS3 

  Train 69.61 84.29 86.80 84.48 85.07 

  Test 67.61 78.51 80.00 81.79 82.09 

  Spec. 55.75 79.33 78.25 81.00 80.83 

  Sens. 79.80 88.53 90.60 86.07 86.47 

  Epoch 1000 500 100 100 100 

  Structure 5‐7‐1 20 64 4 8 

  Parameter 85 160 472 44 80 

  
 Iris  بندي داده كلاسمقادير ميانگين صحت  )10(و  )9(هاي  شكل

 ,Wineهاي  و نتايج حاصل از داده SPMFIS2با استفاده از شبكه 

Pima‐Indians  diabetic  وStatlog  heart  را با استفاده از
  .دهند هاي آموزش و آزمون نشان مي براي داده SPMFIS3ساختار 
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MLP RBF ANFIS SPMFIS  
  هاي آموزش بندي براي داده ميانگين صحت كلاس: 9لكش
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MLP RBF ANFIS SPMFIS  
  آزمونهاي  بندي براي داده صحت كلاسن ميانگي: 10لكش

  
هايي از شبه جملات ايجاد شده در بخش استخراج  در پايان مثال

هاي كلاس بندي با  ويژگي و پس از طي فرآيند يادگيري براي داده
   .اند نمايش داده شده )6( در جدول SPMFIS2استفاده از ساختار 

  
  كلاس بندينمونه شبه جملات ايجاد شده در مسائل : 6جدول 

Dataset  Produced Semi‐Polynomial 

Iris 
X1 2.30 x1

2.00+ 0.53 x2
1.99+ 0.31x3

1.54 + 0.09 x4
1.24 

X2 ‐0.07 x1
1.26‐ 0.29 x2

0.31+ 1.10x3
0.95 ‐ 0.41 x4

‐0.04 
   

Wine 
X1 3.02 x1

0.88‐ 1.91  x2
1.57+ 0.23x3

0.49 ‐ 0.60 x4
1.03‐ 0.28 x5

‐0.30‐
1.28 x6

1.19 

X2 ‐1.16 x1
0.57‐ 1.49 x2

1.04+ 0.15x3
0.62 ‐ 0.02 x4

1.46+ 0.30 x5
0.37+ 

1.04 x6
0.16 

   

Pima 
X1 2.18 x1

1.56+ 1.14 x2
1.21+ 0.21x3

2.24 ‐ 1.27 x4
1.44+ 0.54 x5

2.19+ 
1.26 x6

2.18 

X2 0.93 x1
1.61+ 1.34  x2

1.16‐ 0.85x3
1.51 ‐ 0.06 x4

2.04‐ 0.22 x5
0.98+ 

0.19 x6
1.36 

   

Statlog  
X1 1.83 x1

1.13+ 0.25  x2
1.13‐ 0.89x3

0.35 ‐ 0.27 x4
0.80‐0.17 x5

1.30‐
0.39 x6

1.36 

X2 1.63 x1
1.29+ 0.76  x2

1.32+ 0.27x3
1.02 ‐ 1.02 x4

1.14‐0.62 x5
0.01+ 

0.04 x6
1.84 

  

  شناسايي سيستم -5-2
اولين مدل استفاده شده به منظور بررسي توانايي شناسايي روش 

   ]:45[باشد  اي به فرم زير مي راي معادلهمطروحه دا

)24(     
)1()1(03.0

)()(05.0)(3.0
)1(1.0)1(09.0)(4.0)1(

−−+
++

−−−−=+

tuty
tutytu

tutytyty  

، يك نويز سفيد گوسي u(k) ،k=0,1,…,399سيگنال ورودي 
داده موجود به عنوان  200اولين . باشد مي 1.0با ميانگين صفر و واريانس 

ها به عنوان  اند و بقيه داده هاي آموزش مورد استفاده قرار گرفته داده
در اين  SPMFISبردار ورودي ساختار . اند هاي آزمون استفاده شده داده

ساختار . باشد مي x=[y(t), y(t‐1), u(t), u(t‐1)]حالت به صورت 
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براي شناسايي . نمايش داده شده است )7(شبكه استفاده شده در شكل
خروجي مدل، خروجي . اجراي مستقل انجام شده است 10اين مدل 

 )11(هاي  هاي آزمون به ترتيب در شكل ادهحقيقي و خروجي خطاي د
 MSEنتايج ميانگين خطاي . اند نشان داده شده )12(و  (Mean 

Square  Error) اجراي  10هاي آموزش و آزمون در  براي داده
هاي آموزش در اين حالت نرخ .اند شده  نشان داده )7(مستقل در جدول 

ηFIS  وηSPM  انداب شدهانتخ 0.2و  0.2به ترتيب برابر با.   
قابل ذكر است كه در كليه مسائل شناسايي سيستم در روش استفاده 
از شبكه عصبي چند لايه به همراه كاهش ويژگي با استفاده از آناليز 

ه پايه، تعداد ويژگيهاي استخراج شده برابر با سه ويژگي در نظر فمول
  .گرفته شده است
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Actual output
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  )1مدل (هاي آزمون  خروجي واقعي و خروجي مدل براي داده: 11لكش
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  )1مدل (هاي آزمون  خطاي خروجي مدل براي داده: 12لكش

    
  1مقايسه ميان نتايج حاصل از روشهاي مختلف براي مدل : 7جدول 

Network  e Train e Test Epoch Structure Parameter

MLP  2.93e‐2 2.82e‐2 1000 5‐8‐1 82 

PCA‐MLP  3.47e‐3 5.29e‐3 1000 3‐5‐1 38 

RBF  1.06e‐3 1.95e‐3 500 20 120 

ANFIS  2.98e‐4 4.63e‐3 100 16 96 

SPMFIS2  3.05e‐4 4.13e‐4 100 4 36 

اي به فرم  دومين مدل استفاده شده به منظور شناسايي داراي معادله
  ]:46[باشد  زير مي

)25(
)2(014086.0)1(030862.0

)(017203.0)2(697676.0
)1(333261.2)(627771.2)1(

−+−−
+−+

−−=+

kuku
kuty

tytyty  

صادفي نمونه داده با استفاده از سيگنال ت 400در اين حالت تعداد 
u(k) ) داده اول به  200در اين بخش . اند توليد شده) 1تا  -1در بازه

نمونه باقيمانده به عنوان داده  200عنوان داده آموزش استفاده شده و 
 SPMFISدر اين مدل بردار ورودي به ساختار . شوند آزمون استفاده مي

 در x=[y(t), y(t‐1), y(t‐2), u(t), u(t‐1), u(t‐2)]به صورت 
كه  SPMFIS3و  SPMFIS2همچنين از دو ساختار . شود نظر گرفته مي

در اين .  اند استفاده شده است نمايش داده شده )8(و ) 7(هاي  در شكل
نتايج حاصل از خروجي . اجراي مستقل انجام شده است 10حالت نيز 

مدل، خروجي واقعي سيستم و خطاي حاصل از شناسايي مدل براي 
. اند نمايش داده شده )14(و  )13(هاي  شكل در SPMFIS3ساختار 

حاصل از اعمال روشهاي مختلف شناسايي  MSEميانگين نتايج خطاي 
- در اين حالت نرخ. نمايش داده شده است )8(در جدول  2براي مدل 

  .اندانتخاب شده 0.1و  0.2به ترتيب برابر با  ηSPMو  ηFISهاي آموزش 
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  )2مدل (هاي آزمون  براي داده خروجي واقعي و خروجي مدل: 13لكش
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  )2مدل (هاي آزمون  خطاي خروجي مدل براي داده: 14لكش
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  2مقايسه ميان نتايج حاصل از روشهاي مختلف براي مدل : 8جدول 
Network  e Train e Test Epoch Structure Parameter

MLP  1.71e‐3 1.83e‐3 1500 8‐12‐1 177 

PCA‐MLP  2.82e‐4 3.21e‐4 1500 5‐7‐1 70 

RBF  1.46e‐4 1.74e‐4 1000 25 200 

ANFIS  9.90e‐5 1.17e‐4 100 64 472 

SPMFIS2  8.75e‐5 7.57e‐5 100 4 44 

SPMFIS3  7.19e‐5 5.40e‐5 100 8 80 

  
سومين مدل مطرح شده در اين بخش يك تابع غير خطي با 

  ]47[باشد  معادلات زير مي
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اند كه همگي به عنوان  نمونه داده توليد شده 1000در اين حالت 
بردار ورودي به ساختار . اند داده آموزش مورد استفاده قرار گرفته

SPMFIS براي مدل مطرح شده به صورت                            
x=[y(t), y(t‐1), y(t‐2), u(t), u(t‐1)] شود ه ميدر نظر گرفت .

با تعداد دو و سه ويژگي استخراج شده به ترتيب در  SPMFISساختار 
  .اند نمايش داده شده )8(و  )7(هاي  شكل

است كه نتايج   اجراي مستقل انجام پذيرفته 10در اين حالت نيز 
هاي آموزش و  حاصل از خروجي مدل و خروجي واقعي براي داده

و  )15(هاي  اي آموزش در شكله خطاي حاصل از شناسايي مدل با داده
 10در  MSEبه علاوه ميانگين نتايج خطاي . نمايش داده شده است )16(

اجراي مختلف با استفاده از روشهاي شناسايي گوناگون براي داده 
هاي در اين حالت نرخ .اند نمايش داده شده )9(آموزش در جدول 

  .اندخاب شدهانت 0.1و  0.1به ترتيب برابر با  ηSPMو  ηFISآموزش 
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  )3مدل (هاي آموزش  خروجي واقعي و خروجي مدل براي داده: 15لكش
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  )3مدل (هاي آموزش  خطاي خروجي مدل براي داده: 16لكش

  
  3مقايسه ميان نتايج حاصل از روشهاي مختلف براي مدل : 9جدول 

Network  e Train Epoch Structure Parameter 

MLP  7.71e‐3 1000 7‐10‐1 133 

PCA‐MLP  2.85e‐3 1000 4‐7‐1 59 

RBF  4.82e‐4 500 25 175 

ANFIS  6.30e‐4 100 32 212 

SPMFIS2  4.15e‐4 100 4 40 

SPMFIS3  2.79e‐4 100 8 74 

  
هايي از شبه جملات ايجاد شده در بخش استخراج  در پايان مثال

ويژگي و پس از طي فرآيند يادگيري براي سيستم هاي شناسايي شده با 
  .اند نمايش داده شده )10(در جدول  SPMFIS2تفاده از ساختار اس
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  نمونه شبه جملات ايجاد شده در مسائل شناسايي سيستم: 10جدول 
Dataset Produced Semi‐Polynomial 

Plant‐1 
X1 ‐0.69 x1

1.28+ 0.87 x2
0.10‐ 0.87x3

0.99 + 0.31 x4
1.47 

X2 0.09 x1
1.93‐ 0.04 x2

1.05+ 1.51x3
1.41 ‐ 0.57 x4

0.38 

Plant‐2 
X1

2.18 x1
1.56+ 1.14 x2

1.21+ 0.21x3
2.24 ‐ 1.27 x4

1.44+  0.54 x5
2.19+ 

1.26 x6
2.18 

X2
0.93 x1

1.60+ 1.34 x2
1.16‐ 0.85x3

1.51 ‐0.06 x4
2.04‐  0.22 x5

0.98+ 
0.19 x6

1.36 

Plant‐3 
X1 0.38 x1

‐0.31+ 0.52 x2
0.63+ 0.13x3

1.79 ‐1.75 x4
0.82+  0.16 x5

0.69 

X2 ‐0.47 x1
0.66+ 0.11 x2

0.17‐ 0.48x3
1.86 ‐0.22 x4

1.87+  0.25 x5
0.98 

  

  گلاس-بيني سري زماني مكيپيش -5-3
گلاس به عنوان تابع آزمون در -سري زماني آشوبناك مكي

بسياري از مقالات و پژوهشها به منظور بررسي كارايي روشهاي معرفي 
گلاس -سري زماني آشوبناك مكي. فته استشده مورد استفاده قرار گر

  :شود با استفاده از معادله ديفرانسيل زير توليد مي
)28(                               )(

)(1
)()(

10
tbx

tx
tax

dt
tdx

−
−+

−
=

τ
τ  

 در حالتي كه مقدار. باشند مي b=1و  a=0.2كه در رابطه فوق 

τ>17 در شبيه. دهد باشد معادله فوق رفتار آشوبناك از خود نشان مي 
در نظر گرفته  30هاي انجام شده در اين مقاله اين مقدار برابر با  سازي

با استفاده از  x(t+6)بيني مقدار  در اين مطالعه هدف پيش. شده است
 و  x(t‐30), x(t‐24), x(t‐18), x(t‐12), x(t‐6)متغيرهاي    

x(t)توان به صورت يك  بر همين اساس اين مساله را مي. باشد مي
  .خروجي در نظر گرفت-1رودي به و- 6نگاشت 

نمونه  500. است شدهسازي استفاده  نمونه داده در اين شبيه 1000
هاي  نمونه باقيمانده به عنوان داده 500اول به عنوان داده آموزش و 
استفاده  SPMFISهاي  ساختار شبكه. اند آزمون مورد بررسي قرار گرفته

 )7(هاي  به ترتيب در شكلشده با تعداد دو و سه ويژگي استخراج شده 
خروجي مدل، خروجي واقعي و خطاي . اند نمايش داده شده )8(و 

 )18(و  )17(هاي  هاي آزمون در شكل حاصل از مدل در شناسايي داده
اجراي مختلف صورت  10در اين شبيه سازي نيز . اند نشان داده شده

وشها در در مقايسه با ساير ر MSEگرفته است كه ميانگين نتايج خطاي 
و  ηFISهاي آموزش در اين حالت نرخ .نشان داده است )11(جدول 
ηSPM  اندانتخاب شده 0.1و  0.1به ترتيب برابر با.  
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  )گلاس-مكي(هاي آزمون  خروجي واقعي و خروجي مدل براي داده: 17لكش
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  )گلاس- مكي(هاي آزمون  خطاي خروجي مدل براي داده: 18لكش

بيني سري  تايج حاصل از روشهاي مختلف براي پيشمقايسه ميان ن: 11جدول 
  گلاس-زماني مكي

Network  e Train e Test Epoch Structure Parameter

MLP  1.45e‐2 1.27e‐2 1500 8‐12‐1 177 

PCA‐MLP  7.23e‐3 1.06e‐2 1500 5‐7‐1 70 

RBF  3.62e‐3 3.59e‐3 1000 30 240 

ANFIS  1.21e‐3 1.36e‐3 100 64 472 

SPMFIS2  1.92e‐3 1.89e‐3 100 4 44 

SPMFIS3  1.59e‐3 1.47e‐3 100 8 80 

  
مثالي از شبه جملات ايجاد شده در بخش استخراج در پايان 

بيني سري زماني  ويژگي و پس از طي فرآيند يادگيري براي پيش
 )12(در جدول  SPMFIS2گلاس با استفاده از ساختار =آشوبناك مكي
  .است  نمايش داده شده

  
  بيني سري زماني  نمونه شبه جملات ايجاد شده در مسئله پيش: 12دول ج

  گلاس-مكي
Dataset  Produced Semi‐Polynomial 

Mackey‐
Glass 

X1 0.39 x1
0.53‐ 0.49  x2

‐0.03‐ 0.97x3
0.61 + 0.47 x4

1.20‐ 0.70 x5
1.58‐

1.00 x6
0.55 

X2 0.92 x1
0.05+ 0.02  x2

1.40‐ 0.90x3
1.73 ‐1.11 x4

1.27‐ 0.09 x5
1.08‐

0.01 x6
1.31 
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  گيري  نتيجه -8
معرفي شد و كاربرد آن در  SPMFISدر اين مقاله ساختار شبكه 

بيني سري زماني مورد بررسي  بندي الگو، شناسايي سيستم و پيش كلاس
اي به  در روش مطرح شده، نگاشت داده شبه چند جمله. قرار گرفت

ويژگي در بخش ورودي منظور كاهش ابعاد داده ورودي و استخراج 
همچنين به منظور آموزش پارامترهاي . گيرد قرار مي ANFISشبكه 
روش آموزش بر پايه  SPMو نيز پارامترهاي بخش  ANFISشبكه 

يكي از مهمترين مزاياي استفاده از . الگوريتم گراديان نزولي مطرح شد
هاي فازي منفرد،  در برابر روشهاي متداول سيستم SPMFISساختار 

باشد كه اين امر تاثير بسيار  اهش بسيار زياد تعداد قوانين فازي ميك
زيادي در ميزان حافظه و زمان مورد نياز براي پياده سازي ساختار مورد 

پذيري در سيستم فازي را به سبب  نظر داشته و علاوه بر اين قابليت تفسير
به . نمايد وجود كمترين تعداد ممكن از قوانين تا حد بالايي حفظ مي

علاوه، با وجود كاهش بسيار محسوس در تعداد قوانين، كارايي شبكه 
. شود تا حد بالايي حفظ مي ANFISمعرفي شده در برابر سيستم فازي 

هايي با تعداد ورودي  تعداد قواعد و پارامترهاي سيستم فازي براي سيستم
ن بالا به شدت زياد شده كه حتي امكان مديريت و پياده سازي را از اي

نمايد كه اين امر سبب عملكرد كند و كاهش  مجموعه قوانين سلب مي
نتايج . سرعت همگرايي در زمان آموزش سيستم فازي خواهد شد

دهد كه سيستم فازي مطرح شده كارايي بسيار مناسبي   حاصل نشان مي
و  RBFهاي  ، شبكهMLPهاي  در برابر روشهاي متداول از قبيل شبكه

به عنوان  .بيني دارد بندي، شناسايي و پيش سدر كلا ANFISساختار 
يك رويكرد به منظور بهينه سازي عملكرد روش مطرح شده، ارائه 

و راهكاري به منظور انتخاب خودكار تعداد ويژگيهاي استخراج شده 
تواند مي SPMها در بخش دوم از ساختار زننيز استفاده از ساير تقريب
  .مورد بررسي قرار گيرد
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