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بندی تاخوردگی بندی بر اساس چگالی برای طبقههای طبقهندی تغيير يافته بر مبنای روشبدر اين مقاله يک روش طبقه: چکیده

ها بندی پروتئينها ارائه شده است که اين روش در برابر وجود نويز مقاوم بوده و از سرعت بالايی برخوردار خواهد بود. طبقهپروتئين

بندی است. با توجه به پيشرفت علم و ها يكی از مسائل بزرگ در حوزه طبقهبينی عملكرد آنها و شناسايی خواص پروتئينبمنظور پيش

بندی بندی خودکار هستند. اين مقاله روش طبقهاند که نيازمند يک سيستم طبقههای بسياری کشف شدههای توالی يابی پروتئيندستگاه

همچنين در اين مقاله از روش  رج از توالی ارائه خواهد نمود.ها براساس تاخوردگی و اطلاعات مستخبندی پروتئينخودکاری را برای طبقه

 بندی استفاده شده است.ها جهت افزايش قطعيت عمل طبقهبندی کنندهترکيب اطلاعات فازی برای ترکيب اطلاعات طبقه

 بندی براساس چگالیبندی براساس حذف نويز، طبقهبندی تاخوردگی پروتئين، طبقهطبقه کلمات کلیدی:

 

 

 

Protein Domain Folding Prediction Based on DBSCAN 

Mohammad Reza Mohammadian, Mohammad Taghi Hamidi Beheshti, Kaveh Kavousi 

 

Abstract: This paper presents a density-based clustering approach for data classification of 

protein folding. The method is shown to perform better as compared with the conventional methods 

with respect to computational speed and robustness against noise. Protein clustering is known to be 

one of the important challenges of prediction and identification of protein’s properties and its 

performances. Due to recent advances in sequence detection devices, many proteins have been 

discovered which requires an automatic protein clustering system. An automatic protein clustering 

method is thus presented here which is based on folding and information extracted from the output 

features of the sequence. Further, fuzzy data fusion is used to combine the clustered information in 

order to improve the clustering performance. 

Keywords: Density-Based Clustering, Protein-Fold Classification, Robust Clustering  
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 مقدمه -1

ها به قصد بندی ساختاری پروتئينهای بيولوژی طبقهدر سيستم

های بزرگ و مسائل مطرح شده پيشگويی عملكرد آنها يكی از چالش

 باشد.می

ای است که ها مسالهبندی تاخوردگی پروتئيندر اين زمينه طبقه

در سالهای اخير بسيار به آن پرداخته شده است. چرا که در علوم 

ها اند که اين پروتئينهای بسياری کشف شدهاسی پروتئينشنزيست

 باشند.بندی و شناسايی خودکار مینيازمند يک روش طبقه

ها همواره با عدم قطعيت همراه است بينی تاخوردگی پروتئينپيش

ها به دليل نبود تعريف روشن و بدون ابهام از الگوی و اين عدم قطعيت

ها حتی با بندی تاخوردگی پروتئينقهها است. طبتاخوردگی پروتئين

ها کاری دشوار است. در حالی که استفاده از ساختمان سوم پروتئين

ها تنها از اطلاعات بدست آمده از بندی و شناسايی پروتئينبرای طبقه

 شود.ها استفاده میوالی پروتئينت

که توان در نظر گرفت، حالتی ها دو حالت را میبندی پروتئيندر طبقه

بندی به ساختار سوم پروتئين نياز است و حالتی که بر مبنای برای طبقه

 شود.بندی انجام میها کار طبقهاطلاعات استخراج شده از توالی پروتئين

توان به سه دسته کاملاً ها را میبندی پروتئينهای طبقهروش

ها که در اين روش بندی کرددستی، نيمه خودکار و خودکار دسته

کاملاً دستی بر مبنای نظر افراد خبره و دانشمندان حوزه بيولوژی  روش

SCOPبندی شود روش طبقهانجام می
يک روش سلسله مراتبی از اين  1

. روش نيمه خودکار هم بر مبنای نظر افراد خبره و [1]ها استنوع روش

بندی روش طبقه دهدبندی را انجام میهم به صورت خودکار طبقه

CATH2 روش خودکار بدون در  [2]نيمه خودکار است يک روش

نظر گرفتن نظر افراد خبره و به صورت کاملاً خودکار و بدون سرپرست 

 دهد.بندی را انجام میطبقه

-ها هر يک براساس يكی از ويژگیبندی پروتئينهای طبقهروش

تواند ساختارهای ها میکنند که اين ويژگیها عمل میهای پروتئين

روتئين، عملكرد پروتئين، زنجيره تكاملی و يا معيارهای ديگر چهارگانه پ

 باشد.

ها از روی اولين تحقيقات شناسايی ساختار سوم پروتئين [4, 3]در 

توالی آنها و با استفاده از اصل کمترين انرژی آزاد انجام گرفت. اين 

اند اما در حالت ای موارد نتايج درخشانی داشتهها اگرچه در پارهروش

بردند و به عنوان روشی قابل ی محلی رنج میلی از معضل کمينهک

اعتماد برای تعيين ساختار سوم پروتئين از روی توالی قابل استفاده 

 نيستند.

                                                 
1
 Structural Classification Of Proteins 

2
 Class- Architecture- Topology- Homologous 

ی هايی که رابطهها در مورد دامنههمترازی دوبه دوی توالی [5]در 

 تكاملی نزديكی با يكديگر دارند نتايج مطلوبی گرفته شده است.

ها نگاشت مسئله به يک مسئله بندی پروتئينبرای طبقه يک روش

ها نيازمند يک استاندارد يادگيری ماشينی با سرپرست است. اين روش

طلائی هستند تا بتوانند تا حد ممكن خود را با استاندارد مورد استفاده 

ها پروتئين ناشناخته براساس استاندارد مورد هماهنگ کنند. در اين روش

آموزد بايد به کلاس الگوی بندی کننده از آن میطبقه نظر و آنچه

 [6]تاخوردگی صحيح و يا کلاس ساختار دوم مناسب منتسب شود. در 

 توان مشاهده کرد.های يادگيری ماشينی را میليستی از روش

تعيين صحيح کلاس ساختار دوم دامنه پروتئين اولين گام در ايجاد 

و  3نيشيكاوا [7]باشد. در ئين میبندی خودکار پروتهای طبقهسيستم

همكاران ارتباط قوی بين ويژگی مستخرج از ترکيب اسيدهای آمينه و 

 کلاس ساختار دوم را نشان دادند. 

های ها از ايدهبينی ساختار پروتئينها برای پيشتعدادی از روش

کنند. که در آنها به جای تخصيص يک ساختار قطعی فازی استفاده می

-ی مورد نظر به هر يک از کلاسی فازی تعلق ماندهده اندازهبه يک مان

ی مهم برای ارزيابی سه اندازه [8]شود. در های ساختاری تخمين زده می

اند. های پيشگوئی ساختار دوم پروتئين معرفی شدهکارآيی الگوريتم

-kو ضرايب همبستگی  SOV4ی ، اندازهQهای سنتی امتياز اندازه

و  F ،FOV6ی فازی امتياز به ترتيب به سه اندازه( Corr) 5حالته

 ( تعميم داده شدند.Forr) 7ضرايب همبستگی فازی

با تعداد حالات  (8HMMاستفاده از مدل مخفی مارکوف )

کاهش يافته با قابليت يادگيری برای پيشگويی کلاس ساختار دوم 

شده  گزارش [9]بندی الگوی تاخوردگی پروتئين در پروتئين و نيز طبقه

 است.

-و همكارانش يک روش مبتنی بر استفاده از توصيف 9دوبچک

گيری را برای ی پروتئين و يک فرآيند رایگرهای سراسری زنجيره

. آنها از [10]بندی الگوی تاخوردگی دامنه پروتئين پيشنهاد کردندطبقه

ی چگونگی گرها بر پايهيک شبكه عصبی مصنوعی برای اتخاذ توصيف

های مختلف اسيدهای برای ويژگی 12و توزيع 11ر، گذا10ترکيب

آمينه مانند آبگريزی، ساختار دوم پيشگويی شده و ... را مورد استفاده 

گرهای ی خود را با استفاده از مفهوم توصيفقرار دادند. همچنين ايده

                                                 
3 Nishikawa 
4 Segment OVerlap measure 
5 k-state Correlation Coeficient 
6 Fuzzy OVerlap measure 
7 Fuzzy Correlation Coeficient 
8 Hidden Markov Models 
9 Dubchak 
10 Composition 
11 Transition 
12 Distribution 
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-سراسری مبتنی بر خواص فيزيكی، شيميايی و ساختاری اسيدهای آمينه

 .[11]اول پروتئين پيگيری کردندی ساختار ی تشكيل دهنده

يک در مقابل "و دوبچک از روش های منحصر به فرد  1دينگ

به عنوان جدا کننده برای پيش بينی  "3همه در برابر همه"و  "2ديگران

های عادی کلاس پروتئين جهت کاهش ميزان خطا در مقايسه با روش

پشتيبان استفاده کردند. و از ماشين بردار  "يک در مقابل ديگران"

SVM4 بندی کننده های پايه استفاده و شبكه های عصبی به عنوان طبقه

 .[12]کردند

 

, 5OET-KNN [14ای بندی کننده پايهاز روش طبقه [13]در 

طبقه را در  Nبندی کننده با شود. اين روش يک طبقهاستفاده می [15

فاده از ترين همسايگی را بدست آورده و با استنزديک kگيرد و نظر می

 کند.بندی میآن را طبقه [18-16]قاعده ترکيب دمپستر شافر

مفاهيم فولدهای درهم تنيده و ابر فولدها مطرح شده  [19]در 

بندی کننده را براساس تشكيل ساختارهای است. که نوعی از طبقه

ی گيری هر دامنهها، در تصميماعتقادی مبتنی بر هر يک از ويژگی

ی مشخص، به يک ابر فولد صيص به يک طبقهپروتئينی به جای تخ

دهد و سپس از طريق ترکيب اين ساختارهای اعتقادی و تخصيص می

ی ی ناشناخته، حتی الامكان به يک طبقهپالايش نتايج در نهايت دامنه

يابد و در غير اين صورت يک ابر فولد الگوی تاخوردگی تخصيص می

 کانديد مقصد نهايی خواهد شد.

 روش مورد استفاده ها وداده -2

بينی بندی کننده خودکار برای پيشيک طبقه مقالهدر اين 

ها با در دست داشتن اطلاعات مستخرج از توالی تاخوردگی پروتئين

بندی بدون استفاده از نظر افراد خبره و شود. طبقهها بيان میپروتئين

بندی که از روش طبقه دهد.بندی را انجام میبصورت خودکار کار طبقه

DBSCANتغيير يافته 
ها بندی پروتئيناستفاده شده است. برای طبقه 6

بندی دو معيار شباهت و عدم شباهت در نظر گرفته شده که عمل طبقه

تواند در براساس اين دو معيار عمل خواهند کرد معيار عدم شباهت می

هايی که از يكديگر فاصله دارند مفيد واقع جداسازی انواع تاخوردگی

توان دو پروتئينی که به مقدار کافی از يكديگر فاصله شود. چرا که می

های متفاوتی قرار دارند را به طور يقين از هم جدا کرد و در تاخوردگی

های موجود از روش ترکيب اطلاعات برای حذف عدم قطعيتداد. 

                                                 
1
 Ding 

2 one-against-others 
3 All against-all 

4 Support vector machine 

5 Optimized Evidence Theoretic – K-Nearest Neighbor 
6 Density-Based Spatial Clustering of Applications with Noise 

-انتگرال فازی سوگنو برای ترکيب اطلاعات بدست آمده استفاده می

 شود.

-1-2 ای مورد استفادههداده 

های مستخرج از های مورد استفاده در اين مقاله دادهمجموعه داده

ها است که از بانک اطلاعاتی مربوط به پژوهش دينگ و توالی پروتئين

 تامين شده است. [20 ,12] دوبچک

های اوليه آموزش و تست هر يک به ترتيب شامل مجموعه داده

 باشند.پروتئين می 383و  311

ی های با طول زنجيرهگزارش دينگ و دوبچک برای پروتئينطبق 

و يا بالاتر هيچ پروتئينی در مجموعه آموزش از لحاظ توالی بيش از  80

های مجموعه آموزش ندارد. براساس درصد همانندی با ساير پروتئين 35

های آموزش و تست در همان مرجع مجموعه داده SCOPبندی طبقه

 اند.پروتئينی مختلف تقسيم شده الگوی تاخوردگی 27به 

ترين طبقات اين طبقات تاخوردگی در رديف پر جمعيت

ی الگوی عضو در هر طبقه 7)با حداقل  SCOPتاخوردگی 

تاخوردگی( قرار دارند و از ميان چهار کلاس ساختاری اصلی انتخاب 

 اند.شده

است که  SCOPهايی از های آزمون شامل دامنهمجموعه داده

های درصد مشابهت با يكديگر دارند. هيچ يک از دامنه 40ز کمتر ا

درصد مشابهت با  35های آموزش و آزمون بيش از مجموعه داده

های مجموعه آزمون کمتر از درصد دامنه 90يكديگر ندارند و بيش از 

 های مجموعه آموزش دارند.درصد مشابهت توالی با داده 25

های داده به ده و نيز کلاسهای مورد استفاطبقات داده 1جدول 

های مورد استفاده در قسمت آموزش و تست را نشان همراه تعداد داده

 .[21]دهدمی

 های آموزش و تست مورد استفاده: تاخوردگی و کلاس داده1جدول

Test Sample Train Sample Class Fold Name Fold no 

6 13 All α Globin-like 1 
9 7 All α Cytochrome c 2 
20 12 All α DNAbinding3-helical bundle 3 
8 7 All α 4-helical up-and-down bundle 4 
9 9 All α 4-helical cytokines EF-hand 5 
9 6 All α EF-hand 6 
44 30 All β Immunoglobulin-like 7 
12 9 All β cupredoxins 8 
13 16 All β Viral coat and capsid protein 9 
6 7 All β Cona-like lectin/glucanases 10 
8 8 All β SH3-like barrel 11 
19 13 All β OB-fold 12 
4 8 All β Beta-trefoil 13 
4 9 All β Trypsin-like serine proteases 14 
7 9 All β lipocalins 15 
48 29 β/α  (TIM)-barrel 16 

12 11 β/α  FAD(also NAD)-binding motif 17 

13 11 β/α  Flavodoxin-like 18 

27 13 β/α  NAD(P)-binding rossmann-fold 19 

12 10 β/α  P-loop 20 

8 9 β/α  Thioredoxin-like 21 

12 10 β/α  ribonuclease H-like motif 22 

7 11 β/α  Hydrolases 23 

4 11 β/α  Periplasmic binding protein-like 24 

8 7 β+α  Grasp β 25 

27 13 β+α  Ferredoxin-like 26 

27 13 β+α  Small inhibitors,toxins,lectins 27 

 

بندی ويژگی متفاوت جهت بررسی طبقه 10، 2در جدول 

های ها برای دادهها نشان داده شده است. اين ويژگیتاخوردگی پروتئين

 گيرند که در مقابل هر ويژگی ابعادتست و آزمون مورد استفاده قرار می
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 آن نيز قرار دارد.

بندی های مورد استفاده در طبقهها و ابعاد ويژگی: ويژگی2جدول 

 [13]تغيير يافته

Dimension Feature NO. 

21 Hydrophobicity 1 
21 Predicted secondary structure 2 
21 Normalized van der waals 

volume 
3 

21 Polarity 4 
21 Polarizability 5 
22 Pseudo amino acid 

composition(𝜆=1) 
6 

28 Pseudo amino acid 

composition(𝜆=4) 
7 

48 Pseudo amino acid 

composition(𝜆=14) 
8 

80 Pseudo amino acid 

composition(𝜆=30) 
9 

20 PSSM representative 10 

-DBSCAN 2-2بندی تغییر یافته روش طبقه 

𝑖=1{𝑃𝑖}ایمجموعهشود فرض می
𝑁 ای که يک مجموعهN 

های ناشناخته است وجود دارد که بايد اين مجموعه عضويی از پروتئين

بندی کرد. همچنين در اين مجموعه پروتئين يک را بدرستی طبقه

𝑗=1{𝐹𝑗}مجموعه 
𝑀 های پروتئينوجود دارد که مجموعه تاخوردگی-

ها است. ردگی پروتئينتعداد انواع تاخو Mهای موجود خواهد بود. که 

نوع  Mهای مجموعه قبل را به اين بندی بايد پروتئينروش طبقه

 تاخوردگی افراز کند.

های مبتنی بر بندیها از طبقهبندی تاخوردگی پروتئينبرای طبقه

ها با استفاده از بندی کنندهتوزيع چگالی استفاده شده است. در اين طبقه

دارهای ويژگی هر طبقه در يک ناحيه اين خاصيت که توزيع چگالی بر

های با چگالی توزيع از فضا متمرکز است و هر طبقه با استفاده از ناحيه

. [22]بندی انجام خواهد شد شود، طبقه ها جدا میکم از ديگر طبقه

های متفاوتی تعريف کرد. در اين مقاله روش توان به روشچگالی را می

 ده است. تعريف چگالی براساس بيضی ارائه ش

چگالی هر نقطه در فضای دو بعدی برابر است با تعداد نقاط 

موجود در يک بيضی که مجموع فواصل اين نقاط از مراکز بيضی يک 

نيز  1 ی مرکز در شكلاست. نمايشی از روش بهينه پايه εمقدار مثبت 

 نشان داده شده است.

A

B

 

 : روش بيضی برای تعريف چگالی هر نقطه1شكل 

ها با اين روش تابعی از انتخاب بندی دامنه پروتئينبقهبنابراين ط

های موجود را بندی دامنه پروتئيناست. در اين طبقه εصحيح مقدار 

 توان به سه دسته تقسيم بندی کرد.می

های هستند های مرکزی پروتئينپروتئين های مرکزی:پروتئین

ک طبقه را گيرند و در واقع هسته اصلی يکه در مرکز بيضی قرار می

های مرکزی بايد از يک مقدار دهند.  چگالی پروتئينتشكيل می

MinPts  .بزرگتر باشد MinPts  کمترين تعداد نقاط موجود در

 حداقل همسايگی يک نقطه است.

های ای پروتئينهای حاشيهپروتئين ای:های حاشیهپروتئین

ها کمتر از تئينگيرد و چگالی اين پروها قرار میهستند که در مرز طبقه

است ولی اين نقاط در همسايگی يک پروتئين مرکزی  MinPtsمقدار 

شود هايی گفته میقرار دارند. همسايگی يک پروتئين به تمام پروتئين

گيرند. همسايگی های مرکزی قرار میاز پروتئين εکه در مجموع فاصله 

 توان بيان کرد.را توسط رابطه زير می pپروتئين 

(1) 𝑁𝜀(𝑟) = [𝑟 ∈ 𝐷 ∣ 𝑑𝑖𝑠𝑡(𝑝, 𝑟) + 𝑑𝑖𝑠𝑡(𝑞, 𝑟) < 𝜀] 

های نشان دهنده تمام پروتئين Dبه طوری که در رابطه قبل 

 آموزش است.

هايی را که نه در نقطه توان پروتئينهمچنين در اين روش می

همسايگی قرار دارند و نه جزو نقاط مرکزی هستند را برای طبقه مورد 

 . نظر نويز در نظر گرفت

های مبتنی بر توزيع چگالی از الگوريتم DBSCANالگوريتم 

است. برای توضيح اين الگوريتم ابتدا يک سری مفاهيم و لم بر پايه 

 شود.توزيع چگالی تعريف می

را قابل  pنقطه  تعریف قابلیت دسترسی مستقیم چگالی:

گوييم هرگاه دو شرط زير برقرار می qاز نقطه 1دسترسی مستقيم چگالی

 باشد.

1- 𝑝 ∈ 𝑁𝜀(𝑞) 
2- |𝑁𝜀(𝑝)| > 𝑀𝑖𝑛𝑃𝑡𝑠 

خاصيت قابليت دسترسی مستقيم چگالی دارای تقارن نيست. اين 

 qقابل دسترسی مستقيم از نقطه  pبدين معنی است که ممكن است نقطه 

نباشد. عدم تقارن اين  pقابل دسترسی مستقيم از نقطه  q باشد ولی نقطه 

                                                 
1
 Directly density-reachable 
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 داده شده است.نيز نشان  2خاصيت در شكل 

q

p

q

p

P:border point
Q:core point

P directly density reachable from 
q

Q not directly density reachable 
from p

 

 : خاصيت عدم تقارن قابليت دسترسی مستقيم چگالی2شكل 

 
قابل دسترسی  pنقطه  تعریف قابلیت دسترسی چگالی:

𝑝1است هرگاه يک زنجيره از نقاط  qاز نقطه  1چگالی =

𝑞, 𝑝2, … , 𝑝𝑛 = 𝑝  وجود داشته باشد به قسمی که𝑝𝑖+1  قابل

باشد. اين خاصيت نيز دارای عدم تقارن  𝑝𝑖دسترسی مستقيم چگالی از 

 نشان داده شده است. 3است. عدم تقارن اين خاصيت در شكل 

q

p

P density –�reachable from q
Q not density reachable from p

 

 : خاصيت عدم تقارن قابليت دسترسی چگالی3شكل 

هستند  2متصل چگالی qو  p: دو نقطه تعریف اتصال چگالی

هر دو قابل  qو  pای که وجود داشته باشد به گونه oهرگاه يک نقطه 

باشند. اين خاصيت دارای تقارن است.  oرسی چگالی از نقطه دست

 ارائه شده است. 4نمايش اين خاصيت در شكل 

q

p

o

P and q density connected to 
each other by o 

 : نقطات متصل چگالی4شكل 

 
يک  MinPtsو  εبا پارامترهای  Cطبقه  تعریف طبقه:

                                                 
1 Density-reachable 
2 Density-connected 

ها است که دو خاصيت زير در آن برقرار زيرمجموعه ناتهی از داده

 باشد.

,𝑝ر ، اگrو  p،qبه ازای هر  -1 𝑞 ∈ 𝐶  باشد وr  قابل

 pاز نقطه  MinPtsو  εدسترسی چگالی با پارامترهای 

 خواهد بود. Cنيز عضو طبقه  rباشد آنگاه  qيا 

متصل چگالی  rو C ،p،qعضو  rو  p،qبه ازای هر  -2

 باشند.

,𝐶1: با فرض اينكه تعریف نویز 𝐶2, … , 𝐶𝑘  طبقه های موجود

𝑖به ازای  𝑀𝑖𝑛𝑃𝑡𝑠𝑖و  𝜀𝑖های با پارامتر Dهای در داده =

1,2, … , 𝑘 شود که به هيچكدام از باشند آنگاه نويز به نقاطی گفته می

 ها متعلق نباشد.طبقه

(2) (𝑛𝑜𝑖𝑠𝑒 = [𝑝 ∈ 𝐷 ∣ ∀𝑖: 𝑝 ∉

𝐶𝑖]) 

 ها چند لم ارائه شده است.در ادامه برای مشخص کردن طبقه

|𝑁𝜀(𝑝)|دارای  Dای هدر داده p: در صورتی که نقطه 1لم >

𝑀𝑖𝑛𝑃𝑡𝑠 ای که قابل دسترسی چگالی  باشد آنگاه تمام نقاط مجموعه

-( هستند يک طبقه را تشكيل می𝑀𝑖𝑛𝑃𝑡𝑠 و𝜀)با پارامترهای pاز نقطه 

 دهند.

 𝑀𝑖𝑛𝑃𝑡𝑠 و𝜀يک طبقه با پارامترهای  C: در صورتی که 2لم

|𝑁𝜀(𝑝)|يک نقطه در آن طبقه با  pباشد و  > 𝑀𝑖𝑛𝑃𝑡𝑠  باشد آنگاه

برابر با مجموعه تمام نقاطی است که قابل دسترسی چگالی از  Cطبقه 

 هستند. pنقطه 

 MinPtsو  𝛆تعیین  -2-2-1

برای بدست آوردن کارآيی قابل قبول،  DBSCANدر روش 

به طور مناسب تعيين شوند. يک روش  𝑀𝑖𝑛𝑃𝑡𝑠و  εبايد دو پارامتر 

به کار  𝑀𝑖𝑛𝑃𝑡𝑠و  εل برای تعيين مناسب دو پارامتر که به طور معمو

-امين نزديكترين همسايه نقاط موجود در داده kرود بر اساس فاصله می

امين نزديكترين همسايه هر  k؛ به فاصله [24, 23]های آموزش است

𝑘نقطه  − 𝑑𝑖𝑠𝑡 شود. در صورتی که نقاط انتخابی آن نقطه گفته می

𝑘برای محاسبه  − 𝑑𝑖𝑠𝑡  ها باشند، و مقدار متعلق به طبقهk  بزرگتر از

ها نباشد و همچنين چگالی طبقه مورد نظر تفاوت زيادی با سايز طبقه

𝑘ها نداشته باشد آنگاه رنج تغييرات ديگر طبقه − 𝑑𝑖𝑠𝑡  کم خواهد

𝑘 اشاره شدکه در قسمت قبل بود. در حاليكه برای نقاط نويز  − 𝑑𝑖𝑠𝑡 

𝑘ی است. در صورتی که مقدار مقدار بزرگ − 𝑑𝑖𝑠𝑡  برای تعداد

ها حساب شود و به طور افزايشی مرتب زيادی از نقاط موجود در داده

يک مقدار مناسب باشد آنگاه يک تغيير شديد در  kشود و همچنين 

𝑘يک مقدار  − 𝑑𝑖𝑠𝑡 شود. مقداری از مشاهده می𝑘 − 𝑑𝑖𝑠𝑡  که

شود و شناخته می εآيد به عنوان تغيير شديد در مقدار آن بوجود می

𝑀𝑖𝑛𝑃𝑡𝑠  برابر باk مقدار [23]شوددر نظر گرفته می .k  به طور معمول

شود در پژوهش انجام شده تصادفی انتخاب می DBSCANدر روش 
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برای هر طبقه، جداگانه در نظر گرفته شده و به طور معمول  kمقدار 

 انتخاب شده است. 4بر با برا

 
 MinPtsو  ε: تعيين 5شكل 

های پروتئين ها ابتدا ماتريس دادهبندی دامنه پروتئينبرای طبقه

شود اين ماتريس شامل تمامی بردارهای ويژگی استخراج تشكيل می

های در دسترس است. اين ماتريس دارای ابعاد شده از توالی پروتئين

qN  باشد به طوريكه میN دهنده تعداد بردار ويژگی در اننش

 برابر با تعداد ويژگی موجود در هر بردار ويژگی است. qدسترس و 

 

(3) 
𝑴 =

[
 
 
 
 
 
𝒙𝟏𝟏  𝒙𝟏𝟐  𝒙𝟏𝟑…𝒙𝟏𝒒
𝒙𝟐𝟏  𝒙𝟐𝟐  𝒙𝟐𝟑  … 𝒙𝟐𝒒

 .  
.
.

𝒙𝑵𝟏  𝒙𝑵𝟐  𝒙𝑵𝟑…𝒙𝑵𝒒]
 
 
 
 
 

𝑵×𝒒

 

 

بندی از يک ماتريس تشابه و يک ماتريس عدم تشابه هبرای طبق

NNاستفاده شده است. ماتريس شباهت ماتريسی با ابعاد    است

 iام است )سطر jام به پروتئين iآن ميزان شباهت پروتئين  ijpکه عضو 

 ها(.ام ماتريس داده jو 

NNماتريس عدم شباهت نيز ماتريسی با ابعاد    است که

 باشد.ام میjام به پروتئين iهت پروتئين آن ميزان عدم شبا ijpعضو 

 برای ماتريس عدم تشابه خواهيم داشت: -1

(4) 









jiallforpd

iallfordp

ij

ii

,0

0

 
 و برای ماتريس تشابه داريم:

(5) 









jiallforsp

iallforsp

ij

ii

,0

0

 
)در حالتی که از ماتريس تشابه استفاده شود، به طور معمول  

ها برابر با يک  iipمقادير ماتريس تشابه بين صفر و يک هستند و 

 خواهند بود.(

 .جاورت دارای ويژگی تقارن هستندعناصر ماتريس م -2

       (6) pij = pji 

و  0dعناصر ماتريس مجاورت در حالت ماتريس تشابه برابر با 

 باشد. jبرابر با  iهستند اگر و فقط اگر  0sدر حالت عدم تشابه برابر با 

گيری مجاورت دو خاصيت زير نيز همچنين در روشهای اندازه

 برقرار هستند.

 تريس عدم تشابهدر حالت ما -1

     (7) pik
≤ (pij + pjk)    for all i. j and k 

 در حالت ماتريس تشابه -2

    (8) pij. pjk ≤ (pij + pjk)pik    for all i. j and k 

برای  cosineبرای معيار شباهت و عدم شباهت از متريک 

( 9)رابطه  از شود کهگيری شباهت دو بردار ويژگی استفاده می اندازه

 .[22]آيدبدست می

          (9) 
cos (xi, xj) =

xi. xj

‖xi‖‖xj‖
 

ji (9)در رابطه  xx است و  jxو  ixضرب داخلی دو بردار  .

jx دهنده نرم بردار  نشانjx ( 10های )است که مطابق با رابطه

 .[22]شودمحاسبه می

 (10) 

‖xj‖ = (∑xjk
2

q

k=1

)

1
2

 

شود. که در يكنواخت سازی می( 11) ماتريس داده بوسيله رابطه

jو  jاين رابطه 
 

-بدست می (13) و(12) هایبه صورت رابطه

 د.نآي

         (11) 
ij j

ij

j

x
x






 

 
 

         (12) 

1

1 m

j ij

i

x
m




 
 

        (13) 

 
2

1

1 m

j ij j

i

x
m

 


 
 

 

-ترکیب اطلاعات بدست آمده از روش طبقه  2-3-
 بندی

-توان با توجه به ويژگیها مینبندی دامنه پروتئيبرای بهبود طبقه

بندی را انجام داده و سپس با استفاده از طبقه 2های مطرح شده در جدول

های موجود نتايج های ترکيب اطلاعات برای کاهش عدم قطعيتروش

 .[25, 20]بدست آمده را با يكديگر ترکيب کرد

ها را براساس برای ترکيب اطلاعات ابتدا تاخوردگی پروتئين

 𝐶𝑖𝑗بندی کرده و به هر طبقه مقدار طبقه 2های موجود در جدولگیژوي

شود. حال بايد با نسبت داده می jدر ويژگی  iبندی به عنوان درجه طبقه
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های ترکيب اطلاعات نتايج حاصله را ترکيب کرده و استفاده از روش

 بندی کلی را بر مبنای ترکيب اطلاعات بدست آورد.طبقه

ب اطلاعات انتگرال فازی بر اساس ميزان خبرگی ايده روش ترکي

هاست. بندی کنندهدر روش استفاده شده برای طبقه 2های جدولويژگی

بندی کننده بلكه برای هر زير اين ميزان خبرگی نه تنها برای هر طبقه

باشد. در نتيجه به هر زير مجموعه بندی میهای طبقهمجموعه از مجموعه

شود که اين ميزان قدار خبرگی تخصيص داده میها يک مبندیاز طبقه

 های مختلف است.دهنده ميزان تصميم برای کلاسخبرگی نشان

}که  شودفرض می
𝐷 = {𝐷𝑖}

𝑖 = 1,2,3, … , 𝐿
بندی طبقه Lی مجموعه 

 P(D)باشد و  DBSCANکننده حاصل از روش تغيير يافته 

ويژه مانند تابع  یی يكنوايک اندازه 𝜆باشد.  Dی توانی مجموعه

 (:14) شودی فرضيات زير توصيف میوسيلهاست که به  gای مجموعه

 

{
 
 

 
 

1. 𝑔: 𝑃(𝐷) → [0,1]

2. 𝑔(0) = 0 , 𝑔(𝐷) = 1

3. ∀𝐷𝑖, 𝐷𝑗 ∈ 𝐷, 𝐷𝑖 ⊂ 𝐷𝑗 → 𝑔(𝐷𝑖) ≤ 𝑔(𝐷𝑗)

4. ∀𝐷𝑖, 𝐷𝑗 ∈ 𝐷, 𝐷𝑖 ∩ 𝐷𝑗 = ∅ → 𝑔(𝐷𝑖 ∪ 𝐷𝑗) = 𝑔(𝐷𝑖) + 𝑔(𝐷𝑗) + 𝜆𝑔(𝐷𝑖)𝑔(𝐷𝑗), 𝜆 ∈ (−1,∞)

 

 

باشد.که  Qبعدی از نماينده پروتئين ناشناخته  nيک بردار  qاگر 

دهد. که اين بندی کننده اندازه احتمال را به آن تخصيص میهر طبقه

بستگی  2های مورد استفاده در جدولاندازه احتمال به تعداد ويژگی

و تعداد  Cهای مورد استفاده برابر ژگیها در ويدارد. تعداد طبقه

شود. با توجه به اين اندازه احتمالات در نظر گرفته می Lها برابر ويژگی

DPتوان ماتريس پروفايل تصميم )می
 ( را تشكيل داد.1

 

 

(15) 

 
بردار ويژگی را به عنوان  𝐷𝑖بندی کننده هر طبقه (15) در رابطه

ی پشتيبانی د احتمال را به عنوان درجهعد Cکند و ورودی دريافت می

 نمايد.در خروجی توليد می

(16) 
𝐷𝑖 : 𝑅

𝑛 → [0,1]𝐶  
ی بندی کنندهميزان پشتيبانی طبقه (15)ی در رابطه di,kهر مقدار 

                                                 
1
 Decision Profile 

Di  ی تعلق از فرضيهQ ی تاخوردگی به طبقهK باشد. می𝜆 ی اندازه

که چگالی فازی  gikمقدار  Lای از توان از مجموعهرا می gفازی 

 بدست آورد. (17)شود از رابطه ناميده می

(17) 

{
gik = Nε(i, k)

i = 1,2,3, … , L
 

بندی کننده ميزان خبرگی طبقه gik (17) یبا در نظر گرفتن رابطه

Di بندی تاخوردگی در طبقهk های باشند که از مجموعه دادهمی

 يند.آآموزش به دست می

Nε(i, k) =
1

Nik
∑∑ [(−

1

C
ln

C

j=1
t

1

C
)

− (−pitjlnpitj)]

=
1

Nik
∑∑ ln [C

1
C

C

j=1
t

× (pitj)
pitj] 

توان ی فازی میاندازه 𝜆های فازی، يک با به کارگيری چگالی

ی هبه عنوان تنها ريش 𝜆ها سازگار باشد. مقدار يافت که با اين چگالی

 آيد:ای زير به دست میچند جمله -1حقيقی بزرگتر از 

(18) 

{
λk + 1 =∏(1 + λkg

ik),    λk ≠ 0

L

i=1

i = 1,2,3, … L ; k = 1,2,3, … C

 

انتگرال فازی سوگنو شواهد مربوط به يک فرضيه را با انتظار 

نمايد. الگوريتم پيشين از اهميت آن قطعه از شواهد را با هم ترکيب می

 کند.گرال فازی سوگنو به صورت زير عمل میانت

,g1kهای فازی چگالی g2k, g3k, … , gLk  را با برابر قرار دادن

gik بندی کننده با مهارت محاسبه شده برای طبقهDi  در کلاسk 

kکند)تصحيح می = 1,2,3, … , C سپس مقدار .)λk > را  1−

kبرای هر کلاس  = 1,2,3, … , C  آورد.بدست می (19)از رابطه 

(19) 
target class
= argMaxK=1

C (μk(q)) 

μk(q)  درجه پشتيبانی برای حضور پروتئينq  در کلاسk می-

را  DP(q)ام ماتريس k، ستون qباشد. برای هر پروتئين داده شده 

,di1,k(q)]جهت بدست آوردن  di2,k(q), … , diL,k(q)]
T

مرتب  

بالاترين ميزان پشتيبانی و  di1,k(q)ند. که در اين رابطه کمی

diL,k(q) شود.کمترين مقدار پشتيبانی را شامل می 

های فازی را با توجه به ارتباط انتگرال فازی در مرحله بعد چگالی

,g1kکند و آنها مرتب می g2k, g3k, … , gLk  را برابر باgk(1) =

gi1k .قرار خواهد داد 

 کند.را محاسبه می (20)رابطه بازگشتی  Lتا  T=2سپس برای 
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(20) 
gk(t) = g

itk + gk(t − 1)

+ λgitkgk(t
− 1) 

بدست  (21) از رابطه kدر پايان ميزان نهايی پشتيبانی برای کلاس 

 [.32آيد]می

(21) 
μk(q)

= maxt=1
L {min{dit,k(q), gk(L)}} 

 

 یریگ جهینت -3

-روش ارائه شده با توجه به تعريف چگالی جديد میدر اين مقاله 

تواند قطعيت بيشتری را در زمينه مراکز طبقات از خود نشان دهد. با 

های بدست توان از قطعيت وجود همسايگیافزايش مراکز طبقات می

بندی آمده نيز اطمينان حاصل کرد. در روش مورد استفاده برای طبقه

ها استفاده بندی پروتئينويژگی برای طبقه 10ها از تاخوردگی پروتئين

تواند ها میبندی پروتئينويژگی برای طبقه 10شده است. استفاده از 

بندی نتايج بندی ايجاد کند. در پايان طبقهخبرگی بيشتری را برای طبقه

اطلاعات ها با استفاده از عملگر ترکيب بندی کنندهحاصل از طبقه

انتگرال فازی سوگنو با هم ترکيب شده و ميزان خبرگی هر ويژگی در 

 گيرد.اين عملگر مد نظر قرار می

بندی بندی ارائه شده يک روش خودکار برای طبقهروش طبقه

بندی را تواند بدون ناظر عمل طبقههای پروتئين است که میتاخوردگی

ارائه شده با فرض نامحدود بندی با دقت بالايی انجام دهد. روش طبقه

توان از اين دهد. در نتيجه میبندی را انجام میبودن طبقات عمل طبقه

بندی های کشف نشده استفاده کرده و آنها را طبقهروش برای پروتئين

 کرد.

اعمال  قبلهای قسمت بندی ذکر شده بر روی دادهروش طبقه

های يک از ويژگی بندی هری نتايج طبقهنشان دهنده 6گرديد. شكل

ها است. همانطور های تاخوردگی مختلف پروتئينبرای کلاس 2جدول 

ها با ها مشخص است نتايج حاصله از هر يک از ويژگیکه در شكل

تواند در تشخيص يک نوع ويژگی ديگر متفاوت است. که اين امر می

تاخوردگی مفيد واقع شود. چرا که ممكن است نتايج حاصل از يک 

در يک طبقه نتيجه ضعيفی داشته باشد ولی ويژگی ديگر در  ويژگی

همان طبقه نتيجه قابل قبولی را ارائه دهد. با استفاده از ترکيب اطلاعات 

بندی حاصل از يک ويژگی را در يک نوع توان ضعف طبقهمی

 های ديگر جبران کرد.بندی ويژگیتاخوردگی بوسيله طبقه

( بيان CCR)1بندی صحيح قهنتايج اعمال شده به صورت نرخ طب

ها مشخص است بهترين ويژگی برای شده است. همانطور که از شكل

 Predictedبندی براساس ويژگی ها طبقهبندی پروتئينطبقه

secondary structure  وPSSM توان از آن برای است که می

 خبرگی بيشتری در ترکيب اطلاعات انتگرال فازی سوگنو استفاده کرد.

بندی با کارهای پيشين نشان دهنده مقايسه روش طبقه  7شكل 

بندی اعمال شده با سه روش است. در اين شكل روش طبقه

PFRES[26] ،Information Theoretic Classifier 

Fusion[13]  وHeperfold[19] که بيشترين نرخ صحت طبقه-

مشخص  7بندی را دارا هستند مقايسه شده است، همانطور که از شكل 

-globin-like(1) ،4ست روش اعمالی در شش نوع تاخوردگی ا

helical up-1nd-down bundle(4) ،conA-like 

lectin/glucanases(10) ،periplasmic binding protein-

like(24) ،-graspβ(25)  وsmall 

inhibitors,toxins,lectins(27) بندی بالاترين نرخ صحت طبقه

 را دارا است.

 

                                                 
1
 Correct Classification Rate 
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 Normalized van der waals volumeبندی نتيجه طبقه Hydrophobicityبندی طبقهنتيجه 

  
 Polarizabilityبندی نتيجه طبقه Polarityبندی نتيجه طبقه

  
 Pseude amino acid (𝜆=4)بندی نتيجه طبقه Predicted secondary structureبندی نتيجه طبقه

  
 Pseude amino acid (𝜆=14)بندی نتيجه طبقه Pseude amino acid (𝜆=1)بندی نتيجه طبقه

  
 PSSM بندینتيجه طبقه Pseude amino acid (𝜆=30)بندی نتيجه طبقه

 DBSCANها با استفاده از روش بندی ويژگینتايج طبقه:6شكل 
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های پيشين: مقايسه روش اعمالی با روش7شكل 
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