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: در این مقاله تخمین ناحیه جذب سیستم هاي چندجمله اي مرتبه دو با استفاده از تابع لیاپانوف کسري مورد بررسی قرار گرفته است.  چكيده

ي ه جایكی از روش هاي تخمین ناحیه جذب، یافتن بزرگترین مجموعه رویه است. در این مطالعه تابع هزینه براي رسیدن به بزرگترین مجموعه رویه ب

امعادله استفاده از فاکتور شكل دهی بر اساس افزایش ناحیه محصور به مجموعه رویه پیشنهاد شده است. تخمین ناحیه جذب به حل مسئله بهینه سازي ن

 ماتریسی دوخطی تبدیل گردیده و با چند مثال توانایی این روش در مقایسه با روش هاي موجود در مطالعات اخیر بررسی شده است.

 . سیستم چند جمله اي، تخمین ناحیه جذب، چندجمله اي هاي مجموع مربعات، مجموعه رویهکليدي: کلمات 

Domain of Attraction Estimation of Second Order Polynomial 

System using Rational Lyapunov Function 

Farhad Esmaili, Ali Vahidian Kamyad, Naser Pariz, Mohamad Reza Jahed Motlagh 

Abstract: In this paper, estimation of second order polynomial systems’ domain of attraction 

(DA) via rational Lyapunov function is investigated. One of the methods for estimating DA is to 

find the greatest level set. In this study, in order to obtain the greatest level set, cost function based 

on increasing the region enclosed to the level set has been offered instead of using shape factor. 

Estimating DA has been converted into solving bilinear matrix inequality optimization problem. 

Capacity of this method compared to other methods in recent studies has been shown through some 

examples. 

 

Keywords: Polynomial system, domain of attraction estimation, SOS polynomial, level set. 

 

 مقدمه -1
یكی از مسائل چالش برانگیز در تئوري کنترل بدست آوردن ناحیه 

به  DAسیستم هاي غیرخطی براي یك نقطه تعادل است.  (DA) 1جذب

 مجموعه اي از شرایط اولیه گفته می شود که متغیرهاي حالت سیستم در 

 
1 Domain of Attraction 

 

مهمترین  [1] 2د. تئوري زبوفمان طولانی به نقطه تعادل میل کنز

است که نیاز به حل معادلات با  DAابزار براي بدست آوردن دقیق 

لا محاسبه دقیق ناحیه جذب غیرممكن است و مشتقات جزئی دارد. معمو

 
2 Zubov 
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را می توان به سه دسته  DAباید تخمین زده شود. روش هاي تخمین 

 تقسیم کرد. 

 1تابع لیاپانوف بیشینه با استفاده از مفهوم اول روشهایی که دسته

(MLF)   به حل تقریبی معادلات با مشتقات جزئی در تئوري زبوف می

[ یك روش بازگشتی 2در ] Vidyasagar و Vanelli[. 5-2پردازند ]

پیشنهاد نموده اند. در  MLFبا بكار بردن تابع لیاپانوف کسري بر اساس 

 MLFمحاسبه و با  momentبا استفاده از تئوري  DAتخمین [ 4]

[ 3شده است. در ] 2 (LMI) یل به مسئله نامعادله ماتریسی خطیتبد

MLF  مسئله مینیمم سازي نا توسط تابع لیاپانوف چندجمله اي با حل

[ با استفاده از الگوریتم ژنتیك با بكار بردن تابع 5و در ]  3محدب

 لیاپانوف کسري بدست آمده است.

با محاسبه  DAتخمین  ،دسته دوم روشها که پرکاربردتر است

ابتدا تابع   DAاست. در این روش براي تخمین  4بزرگترین مجموعه رویه

ثبت و مشتق زمانی آن بر روي مجموعه رویه لیاپانوفی را می یابیم که م

است و بنابراین  5منفی باشد. این مجموعه رویه یك مجموعه پایاي مثبت

 6[ با بكار بردن تابع لیاپانوف چند وجهی6است. در ] DAتخمینی از 

محاسبه بزرگترین مجموعه رویه انجام شده است. با استفاده از تابع 

[. 7منجر شده است ] LMIحل مسئله به  DAتخمین  2لیاپانوف درجه 

در سال هاي اخیر به دلیل پیشرفت هایی که در جبر و همچنین چند جمله 

ایها اتفاق افتاده، استفاده از توابع لیاپانوف پیچیده تر امكان پذیر شده 

[ با بكار بردن تابع لیاپانوف چندجمله اي، نتایج بهتري براي 8است. در ]

مله اي بدست آمده است. در این مقاله سیستم هاي چندج DAتخمین 

را  7بدنبال یافتن مجموعه رویه اي است که بزرگترین فاکتور شكل دهی

 [ با تغییر فاکتور شكل دهی9شامل می شود. خدادادي و همكارانش در ]

با بكار بردن تابع لیاپانوف چندجمله  DAهر مرحله، تخمین بهتري از  در

به برنامه ریزي چندجمله اي  DAخمین [ ت8،9اي بدست آورده اند. در ]

در  Packardو  Tranتبدیل شده است.  8SOSهاي مجموع مربعات 

[ استفاده از چند تابع لیاپانوف چندجمله اي که هر کدام در ناحیه 10]

را تخمین می زنند، پیشنهاد داده و به مسئله برنامه ریزي  DAخاصی 

SOS [ تخمین11. در ]نددوخطی تبدیل کرده ا DA  با استفاده از تابع

 منجر شده است. ( BMI) 9لیاپانوف کسري به نامعادله ماتریسی دوخطی

.  [12،13دسته سوم روشها مبتنی بر استفاده از مجموعه هاي پایاست ]

[ به مسئله برنامه 13با بكار بردن مجموعه پایاي مثبت در ] DAتخمین 

[ استفاده از 13در ] دوخطی تبدیل شده است. ایده بكار رفته SOSریزي 

که مجموعه پایاي مثبت هستند، می باشد.  advectionمجموعه هاي 

 
1 Maximal Lyapunov Function 
2 Linear Matrix Inequality 
3 Non Convex 
4 Level Set 
5 Invariant Set 
6 Polyhedral 
7 Shape Factor 
8 Sum of Squares 
9 Bilinear Matrix Inequality 

اما بدلیل  ،این روش منجر به نتایج بهتري نسبت به سایر روش ها گردیده

اینكه یك روش تكراري است نیاز به محاسبات زیادي براي بدست 

 دارد. DAآوردن تخمین 

جمله اي مرتبه دو با بكار سیستم هاي چند DAدر این مقاله تخمین 

مجموعه  DAبردن تابع لیاپانوف کسري مطالعه شده است. براي تخمین 

رویه محاسبه می شود که براي رسیدن به بزرگترین مجموعه رویه تابع 

در مسئله بهینه سازي بر اساس ناحیه محصور به مجموعه رویه  هدف

 است. فرموله شده  BMIبه  DAتعریف گردیده و مسئله تخمین 

استفاده از تابع لیاپانوف کسري که حالتی خاص از آن تابع لیاپانوف 

منجر به تخمین به دلیل پیچیدگی بیشتر چندجمله اي را نتیجه می دهد، 

خواهد شد. اما انتخاب تابع هدف مناسب اهمیت زیادي  DAبهتري از 

ي تابع لیاپانوف کسر DAبراي تخمین  ]2،4[ تعدادي از مقالات دارد. در

تخمینی از  𝑣𝑐 که 𝑐تابع هدف بصورت یافتن بزرگترین  بكار رفته و

در دسته اي دیگر از مقالات ناحیه جذب باشد، تعریف شده است. 

تابع هدف بر اساس یافتن بزرگترین فاکتور شكل دهی تعریف  ]5،11[

تابع هدف   ]9[گردیده است. در  DAشده که منجر به تخمین بهتري از 

اکتور شكل دهی تصحیح شده، بدست آمده است که تخمین بر اساس ف

استفاده  نسبت به روش هاي قبل دقیق تر بوده است. DAبدست آمده از 

تضمینی براي دست یافتن به  ها در روش هاي بیان شده از این تابع هدف

در روش  با تابع لیاپانوف کسري را نمی دهد. DA بهترین تخمین

ع هدف بر اساس افزایش ناحیه محصور به پیشنهادي در این مقاله تاب

با توجه به مفهوم آن تابع هدف  مجموعه رویه در نظر گرفته شده که این

 .منجرشود DAمی تواند به تخمین بهتر 

مقاله بدین صورت سازمان دهی شده است. در بخش بعد چندجمله 

با مجموعه رویه بیان شده است. در بخش  DAو تخمین  SOSاي هاي 

با  DAاصلی ارائه شده است. به این منظور ابتدا مسئله تخمین  نتایج 3

دوخطی تبدیل شده، سپس تابع  SOSاستفاده از تابع لیاپانوف کسري به 

هزینه بر اساس افزایش ناحیه محصور به مجموعه رویه تعریف و در ادامه 

چند مثال براي نشان  4فرموله شده است. بخش  BMIبه  DAتخمین 

روش پیشنهادي ارائه و نتایج با روشهاي موجود مقایسه شده  دادن توانایی

 است. در انتها جمع بندي نتایج ارائه گردیده است.

 

 SOSچندجمله ایهاي  1-2
𝑥[𝑑] هاي درجه  10را برداري شامل همه مونومیال𝑑 و 

 𝑥{𝑑} = (1, 𝑥[1], … , 𝑥[𝑑])
′

∈ 𝑅𝜎(𝑛,𝑑)  
تعریف  𝑑ال هاي با درجه کوچكتر یا مساوي برداري شامل همه مونومی

𝑥  می کنیم که ∈ 𝑅𝑛  و𝜎(𝑛, 𝑑) =
(𝑛+𝑑)!

𝑛!𝑑!
 [. بعنوان مثال براي 14] 

   𝑥 = (𝑥1, 𝑥2)′ 
𝑥[2] = (𝑥1

2, 𝑥1𝑥2, 𝑥2
2)′  

𝑥{2} = (1, 𝑥1, 𝑥2, 𝑥1
2, 𝑥1𝑥2, 𝑥2

2)′  

 
10 Monomial 
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را می توان  𝑑بنابراین هر چند جمله اي درجه  می گردد. تعریف 

𝑝(𝑥)بصورت  = 𝑐𝑥{𝑑}  بیان کرد کهc  بردار ضرایب چندجمله اي

 1هر چند جمله اي درجه زوج فرم نمایش ماتریسی مربعیبراي  است.

(SMR) تبصور 

 

 𝑝(𝑥) = 𝑐𝑥{2𝑑} = (𝑥{𝑑})
′
𝐺𝑥{𝑑}  

( که این نمایش یكتا نیست.  یس متقارن استیك ماتر Gرا داریم ) 

 بصورت  (CSMR)2نمایش ماتریسی مربعی کامل

 𝑝(𝑥) = (𝑥{𝑑})
′
(𝐺 + 𝐿(𝛼))𝑥{𝑑} 

 𝐿(𝛼)است که 𝑝(𝑥) هاي ممكن چند جمله اي   SMRشامل تمام 

 یك ترکیب خطی از فضاي

 𝑳 = {𝐿 = 𝐿′|(𝑥{𝑑})
′
𝐿𝑥{𝑑} = 0   ∀ 𝑥 ∈ 𝑅𝑛}  

 است. براي سادگی از نمایش

𝐺 + 𝐿(𝛼) = 𝐶𝑆𝑀𝑅(𝑝(𝑥)) 
هر چند جمله اي که بتوان آنرا بصورت مجموع  استفاده می کنیم.

𝑝(𝑥)مربعات چندجمله ایهاي دیگر یعنی  = ∑ 𝑝𝑖
2(𝑥)𝑚

𝑖=1  بازنویسی

گوییم. لم زیر ارتباط بین چندجمله اي هاي  SOSکرد را چندجمله اي 

SOS  وCSMR  [ 14،15را بیان می کند.] 

وجود  𝛼است اگر و فقط اگر  𝑝(𝑥) SOS: چندجمله اي 1لم 

𝐺داشته باشد که  + 𝐿(𝛼) ≥  که در آن 0

 𝐺 + 𝐿(𝛼) = 𝐶𝑆𝑀𝑅(𝑝(𝑥)) 
[ بیان شده است. 15در مرجع ] 𝐿و  𝐺الگوریتم محاسبه ماتریس هاي 

ئل مختلف کنترل به پر کاربرد براي تبدیل مسا قضایايتئوري زیر یكی از 

 [.14نامعادلات چندجمله اي است ]

,𝑝(𝑥)چندجمله اي هاي  :1 قضيه 𝑝1(𝑥), … , 𝑝𝑚(𝑥)  مفروض

 است.

𝑝(𝑥) ≥ 0 ∀ 𝑥 ∈ {𝑥|𝑝1(𝑥) ≥ 0, … , 𝑝𝑚(𝑥) ≥ 0} (1)  

,SOS 𝑠1(𝑥)اگر و فقط اگر چندجمله ایهاي  … , 𝑠𝑚(𝑥)  وجود

𝑝(𝑥)داشته باشد که  − ∑ 𝑠𝑖(𝑥)𝑝𝑖(𝑥)𝑚
𝑖=1   یك چندجمله اي

SOS  .باشد 

 

 با استفاده از مجموعه رویه DAتخمین  2-2
 سیستم با معادلات حالت 

𝑥̇ = 𝑓(𝑥),   𝑥(0) = 𝑥𝑖𝑛𝑖𝑡    (2)  

xکه در آن  ∈ Rn  متغیرهاي حالت و𝑓(𝑥)  یك تابع برداري

از نقاط تعادل پایدار در نظر بگیرید. مبدا یكی را چندجمله اي است، 

 براي مبدا بصورت DAمجانبی سیستم فرض شده است. 

𝐷𝐴 = {𝑥𝑖𝑛𝑖𝑡| lim𝑡→∞ 𝜙(𝑡, 𝑥𝑖𝑛𝑖𝑡) = 0}  
 (3)  

 
1 Square Matrix Representation  
2 Complete SMR  

,𝜙(𝑡که  𝑥𝑖𝑛𝑖𝑡) ( به شرایط اولیه 2پاسخ سیستم )𝑥𝑖𝑛𝑖𝑡  است، تعریف

 𝑣(𝑥)تابع لیاپانوف ( در مبدا پایدار مجانبی است اگر 2می شود. سیستم )

 وجود داشته باشد که
𝑣(𝑥) > 0      ∀ 𝑥 ∈  𝐷 − {0}, 𝑣(0) = 0
𝑣̇(𝑥) < 0     ∀ 𝑥 ∈ 𝐷

     (4)  

مجموعه اي در همسایگی مبدا است. از طرف دیگر مجموعه رویه  𝐷و 

 به صورت

𝑣𝑐 = {𝑥|𝑐 − 𝑣(𝑥) ≥ 0}            (5)  

𝐷تعریف می شود. در صورتی که  = 𝑣𝑐 نگاه آ𝑣𝑐  تخمینی ازDA 

[. بنابراین یافتن بزرگترین مجموعه رویه منجر به تخمین 16خواهد بود ]

[ با در نظر گرفتن تابع لیاپانوف 11] در  .خواهد گردید DAبزرگتري از 

بدست آمده است که  BMIبزرگترین مجموعه رویه با حل مسئله  ،ثابت

 𝑣(𝑥)ت. در صورتی که یك مسئله چالش برانگیز اس 𝑣(𝑥)انتخاب 

بدست می آید  𝑣𝑐ثابت نباشد، معمولا با استفاده از فاکتور شكل دهی، 

که  𝑝(𝑥)[. در این روش با در نظر گرفتن چندجمله اي مثبت 9،10،13]

به گونه  𝑣(𝑥)و   𝛽به آن فاکتور شكل دهی گفته می شود، بزرگترین 

( شرط 4دن شرایط )اي بدست می آید که علاوه بر برآورده کر

{𝑥|𝛽 − 𝑝(𝑥) ≥ 0} ⊂ 𝑣𝑐  نیز برقرار گردد. در این صورت با

 𝑝(𝑥)دست می یابیم. اما انتخاب  DAبه تخمین بزرگتري از  𝛽افزایش 

ارائه می دهد. در الگوریتم  DAهاي متفاوت تخمین هاي متفاوتی از 

 2جه در هر مرحله، قسمت در 𝑝(𝑥)[، چند جمله اي 9پیشنهادي در ]

که منجر به تخمین بهتري  ،در نظر گرفته شده ،تابع لیاپانوف بدست آمده

شده است. در صورتی که قسمت درجه دو تابع لیاپانوف، تابعی  DAاز 

این روش کاربرد ندارد و علاوه بر این تضمینی براي این که  ،مثبت نباشد

تغییر رسیده باشد، وجود ندارد. با یك  DAبه بهترین تخمین ممكن از 

را براي  𝑣1رویه  ،𝑣𝑐رویه  مجموعه مقیاس می توان به جاي محاسبه

اما باید تابع هزینه مناسب براي رسیدن به تخمین  ،بكار برد  DAتخمین 

 تعریف گردد. DAبهتر از 

 

 نتايج اصلي -3
  در این بخش ابتدا با در نظر گرفتن تابع لیاپانوف کسري، تخمین

DA ( تبدیل به 2م )براي مبدا سیستSOS  سپس تابع گردددوخطی می .

در  و هزینه اي بر اساس افزایش ناحیه محصور در مجموعه رویه تعریف 

 .شودتبدیل می  BMIبه  DAانتها مسئله یافتن تخمین 

 

 تابع لیاپانوف کسريبكار بردن با  DAتخمین  1-3
𝑣(𝑥)تابع لیاپانوف کسري  = 𝑣𝑛(𝑥)/𝑣𝑑(𝑥) را که 

𝑣𝑛(𝑥) = 𝑐𝑛𝑥{𝑛𝑛}  
 و

𝑣𝑑(𝑥) = 𝑐𝑑𝑥{𝑛𝑑}  
 ارائه می دهد.  DAزیر شرایطی براي یافتن تخمین  قضیهدر نظر بگیرید. 
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و چندجمله اي  𝑣𝑛(𝑥) ،𝑣𝑑(𝑥)اگر چندجمله اي هاي  : 2 قضيه

,SOS 𝑠1(𝑥)هاي  𝑠2(𝑥), 𝑠3(𝑥)  ته باشد که وجود داش

𝑞1(𝑥), 𝑞2(𝑥), 𝑞3(𝑥)  چندجمله اي هايSOS باشند آنگاه 

𝑣1 = {𝑥|𝑣𝑑(𝑥) − 𝑣𝑛(𝑥) ≥ 0}   (6)  

 ( است.2مبدا سیستم ) DAتخمینی از  

𝑞1(𝑥) = 𝑣𝑛(𝑥) − 𝑙(𝑥) − 𝑠1(𝑥)(𝑣𝑑(𝑥) − 𝑣𝑛(𝑥))

𝑞2(𝑥) = 𝑣𝑑(𝑥) − 𝜖 − 𝑠2(𝑥)(𝑣𝑑(𝑥) − 𝑣𝑛(𝑥))

𝑞3(𝑥) = −𝑣̇(𝑥) + 𝜖 − 𝑠3(𝑥)(𝑣𝑑(𝑥) − 𝑣𝑛(𝑥))

 (7)  

 که در آن

 𝑙(𝑥) = ∑ ∑ 𝜖𝑖𝑗𝑥𝑖
2𝑗

𝑛𝑛/2

𝑗=1

𝑛

𝑖=1

 

 و

 𝜖 > 0 ∈ 𝑅, 𝜖𝑖𝑗 > 0 ∈ 𝑅. 
,𝑠𝑖(𝑥)با توجه به اینكه  :2قضيه  اثبات 𝑞𝑖(𝑥) ي چندجمله اي ها

SOS ( نتیجه می شود1هستند با بكار بردن تئوري ) 
𝑣𝑛(𝑥) − 𝑙(𝑥) ≥ 0         ∀ 𝑥 ∈ 𝑣1

𝑣𝑑(𝑥) − 𝜖 ≥ 0              ∀ 𝑥 ∈ 𝑣1

−𝑣̇(𝑥) + 𝜖 ≥ 0             ∀ 𝑥 ∈ 𝑣1

    (8)  

𝐷( براي 4تعریف شده شرایط تئوري لیاپانوف ) 𝜖و  𝑙(𝑥)با  = 𝑣(𝑥) 

( 2براي مبدا سیستم ) DAتخمینی از  𝑣1ود و بنابراین برآورده می ش

 است.

 

 DAتابع هزینه براي تخمین  2-3
چندجمله اي هاي درجه چهار به  𝑣𝑑(𝑥)و  𝑣𝑛(𝑥)در ادامه 

 صورت 
𝑣𝑛(𝑥) = 𝑎𝑛1

𝑥1
2 + 𝑎𝑛2

𝑥1𝑥2 + 𝑎𝑛3
𝑥2

2 + 𝑎𝑛4
𝑥1

4

+𝑎𝑛5
𝑥1

3𝑥2 + 𝑎𝑛6
𝑥1

2𝑥2
2 + 𝑎𝑛7

𝑥1𝑥2
3 + 𝑎𝑛8

𝑥2
4

𝑣𝑑(𝑥) = 1 + 𝑎𝑑1
𝑥1

2 + 𝑎𝑑2
𝑥1𝑥2 + 𝑎𝑑3

𝑥2
2 + 𝑎𝑑4

𝑥1
4

+𝑎𝑑5
𝑥1

3𝑥2 + 𝑎𝑑6
𝑥1

2𝑥2
2 + 𝑎𝑑7

𝑥1𝑥2
3 + 𝑎𝑑8

𝑥2
4

  (9)  

فرض شده است. البته واضح است که چندجمله اي صورت و مخرج می 

و علاوه بر این مخرج  دنیز باشن 4یا فقط همگن درجه  2توانند فقط درجه 

تابع لیاپانوف چندجمله اي  حالتمی تواند از درجه صفر باشد که در این 

 که  𝑣𝑛𝑑(𝑥)با تعریف  .هدنتیجه می درا 

1 − 𝑣𝑛𝑑(𝑥) = 𝑣𝑑(𝑥) − 𝑣𝑛(𝑥)  
𝑣𝑛𝑑(𝑥)    داراي ضرایب𝑎𝑛𝑑𝑖

= 𝑎𝑛𝑖
− 𝑎𝑑𝑖

  ∀ 𝑖 = 1, … ,8 

 فرض شده است. بنابراین 

𝑣1 = {𝑥|1 − 𝑣𝑛𝑑(𝑥) ≥ 0}    (10)  

را  𝑣(𝑥)باید  DA براي رسیدن به تخمین بهتري ازاست.  DAتخمین 

بزرگتري منجر شود. به این منظور تابع هدف،  𝑣1بگونه اي بیابیم که به 

 یعنی 𝑣1مساحت محصور در 

𝐽1 = ∯ d𝑥1d𝑥2𝑣1
     (11)  

 𝑣1به معناي بزرگ شدن   𝐽1و در نتیجه بزرگ شدن تعریف می گردد 

,𝑐𝑛تابعی از  𝐽1است. از طرفی  𝑐𝑑  ضرایب چندجمله ایهاي صورت و

,𝐽1(𝑐𝑛مخرج تابع لیاپانوف است و بنابراین می توان آنرا بصورت  𝑐𝑑) 

 نمایش داد. با حل مسئله بهینه سازي 
max   𝐽1

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑞𝑖(𝑥)  𝑖𝑠   𝑆𝑂𝑆  𝑖 = 1,2,3
 (12 )  

ست می آید. با توجه به اینكه قیدها برحسب بد DAبهترین تخمین براي 

متغیرهاي تصمیم گیري از درجه دو می باشد، در صورت تعریف یك 

 SOS( به یك مسئله برنامه ریزي 12تابع هزینه خطی، مسئله بهینه سازي )

 دوخطی تبدیل می شود. با تعریف مختصات قطبی

{
𝑥1 = 𝑟 cos (𝜃)
𝑥2 = 𝑟 sin (𝜃)

     (13)  

 ( بصورت 11نتگرال ارائه شده در رابطه )ا

𝐽1 = ∯ 𝑟d𝑟d𝜃
𝑣1

     (14)  

 و سپس 

𝐽1 = ∫ ∫ 𝑟𝑑𝑟d𝜃
𝑟1

0
=

1

2
∫ 𝑟1

2d𝜃
2𝜋

0
 

2𝜋

0
  (15)  

است.  𝑣1اندازه در مختصات قطبی روي مرز  𝑟1ساده می شود که در آن 

𝑟1  از معادله 

𝑣𝑛𝑑(𝑥1, 𝑥2) = 𝑣𝑛𝑑(𝑟1cos (𝜃), 𝑟1sin (𝜃)) = 1 
 و یا معادل آن

𝑟1
2𝑅2(𝜃) + 𝑟1

4𝑅4(𝜃) − 1 = 0   (16)  

 بدست می آید که در آن 
𝑅2(𝜃) = 𝑎𝑛𝑑1

cos2(𝜃) + 𝑎𝑛𝑑2
cos(𝜃) sin(𝜃) + 𝑎𝑛𝑑3

sin2(𝜃)

𝑅4(𝜃) = 𝑎𝑛𝑑4
cos4(𝜃)

+𝑎𝑛𝑑5
cos3(𝜃) sin(𝜃) +𝑎𝑛𝑑6

cos2(𝜃) sin2(𝜃)

+𝑎𝑛𝑑7
cos(𝜃) sin3(𝜃) + 𝑎𝑛𝑑8

sin4(𝜃)

         (17)
 

𝑟1(، 16پس از حل معادله )
 بصورت 2

𝑟1
2 =

2

𝑅2(𝜃)+√𝑅2
2(𝜃)+4𝑅4(𝜃)

    (18)  

راي رسیدن به یك تابع هدف خطی بر حسب محاسبه می شود. ب

𝑎𝑛𝑖پارامترهاي تصمیم گیري 
𝑎𝑑𝑖و  

به جاي ماکزیمم کردن تابع هزینه  

𝐽1 ( 15بدست آمده در رابطه ،)𝐽2  ( مینیمم می شود.19در رابطه ) 

𝐽2 = 2 ∫
1

𝑟1
2 d𝜃

2𝜋

0

 

= ∫ (𝑅2(𝜃) + √𝑅2
2(𝜃) + 4𝑅4(𝜃))d𝜃

2𝜋

0
  (19)  

بر حسب پارامترهاي تصمیم  𝑅4(𝜃)و  𝑅2(𝜃)با توجه به اینكه توابع 

𝑅2√گیري خطی است، در صورتی که جمله 
2(𝜃) + 4𝑅4(𝜃)  را در

( حول نقطه اي خطی کنیم، به تابع هزینه خطی خواهیم 19انتگرال )

 رسید. 

بسط تیلور تابع دو متغیره هموار دلخواه 

𝑔(𝑅2, 𝑅4) مقادیر حول 𝑅20 و 𝑅40  برابر است با 

𝑔(𝑅2, 𝑅4) ≅ 𝑔(𝑅20 + 𝑅40)

+
𝜕𝑔

𝜕𝑅2|𝑅2=𝑅20,𝑅4=𝑅40

(𝑅2 − 𝑅20)

+
𝜕𝑔

𝜕𝑅4|𝑅2=𝑅20,𝑅4=𝑅40

(𝑅4 − 𝑅40) 
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,𝑔(𝑅2 حال بسط تیلور 𝑅4) = √𝑅2
2 + 4𝑅4 ( بدست 20با رابطه )

 خواهد آمد.

√𝑅2
2 + 4𝑅4 ≃ √𝑅20

2 + 4𝑅40 

+
𝑅20

√𝑅20
2 +4𝑅40

(𝑅2 − 𝑅20) +
2

√𝑅20
2 +4𝑅40

(𝑅4 − 𝑅40) (20) 

 𝜃 برحسب توابعی شده بیان (17) رابطه در که همانگونه 𝑅4 و 𝑅2که 

( و ساده کردن این 19( در انتگرال )20با جایگذاري رابطه )هستند. 

( بدست 21انتگرال، تابع هزینه خطی شده اي به صورت ارائه شده در )

 می آید.

𝐽𝐿 = 𝜋 (1 +
𝑅20

√𝑅20
2 +4𝑅40

) (𝑎𝑛𝑑1
+ 𝑎𝑛𝑑3

) +

𝜋

4√𝑅20
2 +4𝑅40

(3𝑎𝑛𝑑4
+ 𝑎𝑛𝑑6

+ 3𝑎𝑛𝑑8
)   (21)  

که در این تابع هزینه جملاتی که مستقل از متغیرهاي تصمیم گیري 

 هستند حذف شده است. 

 

 BMIبا حل مسئله  DAتخمین  3-3
𝐺𝑖با تعریف  + 𝐿𝑖(𝛼𝑖) = 𝐶𝑆𝑀𝑅(𝑞𝑖(𝑥)) ار بردن لم و بك

𝐺𝑖( اگر 1) + 𝐿𝑖(𝛼𝑖) ≥ است.  SOSچندجمله اي  𝑞𝑖(𝑥)آنگاه  0

را   DAبنابراین می توان مسئله بهینه سازي براي رسیدن به تخمین 

 بصورت
min    𝐽𝐿

𝜖>0,𝜖𝑖𝑗>0,𝛼𝑖,𝑎𝑛𝑖
,𝑎𝑑𝑖

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝐺𝑖 + 𝐿𝑖(𝛼𝑖) ≥ 0      𝑖 = 1,2,3
 (22)  

 

 PENBMI( توسط ابزار 22) BMIمسئله برنامه ریزي بیان کرد. 

 [ حل شده است. 18] YALMIP[ و 17] TOMLABشرکت 

 مثال ها و شبيه سازي-4
در ادامه چند مثال براي نشان دادن توانایی روش پیشنهادي در 

است. در همه این مثال  سیستم هاي چندجمله اي ارائه شده DAتخمین 

 ها مبدا نقطه تعادل پایدار مجانبی است.

 سیستم با معادلات حالت  :1مثال 

{
𝑥̇1 = −50𝑥1 − 16𝑥2 + 13.8𝑥1𝑥2

𝑥̇2 = 13𝑥1 − 9𝑥2 + 5.5𝑥1𝑥2
 

 

را در نظر بگیرید.  ،[ مورد بررسی قرار گرفته است6،9را که در مراجع ]

DA 1[ تخمین زده شده که در شكل 6یستم با چندوجهی در ]این س 

 4نمایش داده شده است. با بكار بردن تابع لیاپانوف چند جمله اي درجه 

[ با استفاده از برنامه ریزي 9[ بدست آمده است. در ]9نتیجه بهتري در ]

SOS تخمین  ،و بكار بردن تابع هزینه بر حسب افزایش تابع شكل دهی

نتیجه شده است. براي پیاده سازي روش پیشنهادي در   DAبزرگتري از 

خطی شود. انتخاب مقادیر  𝑅40و  𝑅20این مقاله، باید تابع هزینه حول 

𝑅20  و𝑅40  بر اساس تخمین اولیه اي که ازDA  بدست آمده صورت

بصورت  1[ که در شكل 9] درتخمین زده شده  DAمی گیرد. با توجه به 

را با دایره اي به ناحیه جذب شان داده شده است، می توان خط چین ن

𝑟1شعاع  =  ( باید16در معادله ) 𝑟1تقریب زد. با جایگذاري  7

49𝑅2(𝜃) + 2401𝑅4(𝜃) − 1 = 0 
 برقرار باشد. تابع هزینه را حول

𝑅20 = 𝑅2(𝜃) = 1/(49 ∗ 2) 
 و

𝑅40 = 𝑅4(𝜃) = 1/(2041 ∗ 2) 
اي معادله مذکور است، خطی می کنیم. حال با حل که یكی از جواب ه

 ( تابع لیاپانوف کسري22) BMIمساله بهینه سازي 

 𝑣(𝑥) = 𝑣𝑛(𝑥)/𝑣𝑑(𝑥)  
 که در آن

𝑣𝑛(𝑥) = 0.28𝑥1
2 − 0.026𝑥1𝑥2 + 0.425𝑥2

2

+ 0.014𝑥1
4 + 0.033𝑥1

3𝑥2

+ 0.13𝑥1
2𝑥2

2 − 0.016𝑥1𝑥2
3

+ 0.011𝑥2
4 

𝑣𝑑(𝑥) = 1 + 1.091𝑥1
2 − 0.066𝑥1𝑥2 + 1.245𝑥2

2 
 

( 1تخمین زده شده با این تابع لیاپانوف در شكل ) DAبدست می آید. 

و مخرج آن  4درجه  ،رسم شده است. صورت تابع لیاپانوف چندجمله اي

 فرض شده است.  2درجه 

 ادلات حالت سیستم چندجمله اي با مع : 2مثال 

{
𝑥̇1 = −5.2𝑥1 − 0.1𝑥2 − 0.5𝑥1

3 + 1.9𝑥1
2𝑥2 − 𝑥1𝑥2

2 − 1.7𝑥2
3

𝑥̇2 = 2𝑥1 − 𝑥2 + 0.4𝑥1
3 − 0.3𝑥1

2𝑥2 + 2.9𝑥1𝑥2
2 + 1.6𝑥2

3  

 

 2این سیستم با تابع لیاپانوف درجه  DA[ 19را در نظر بگیرید. در ]

در نظر همچنین زده شده است. با بكار بردن الگوریتم پیشنهادي و تخمین 

𝑛𝑛گرفتن  = 4, 𝑛𝑑 = تابع لیاپانوف کسري با چندجمله ایهاي  2

 صورت و مخرج

𝑣𝑛(𝑥) = 56.1𝑥1
2 + 29.6𝑥1𝑥2 + 56.7𝑥2

2 + 0.014𝑥1
4

+ 0.016𝑥1
3𝑥2 + 0.017𝑥1

2𝑥2
2

+ 0.004𝑥1𝑥2
3 + 0.0018𝑥2

4 
𝑣𝑑(𝑥) = 1 + 56.8𝑥1

2 + 29.67𝑥1𝑥2 + 57.6𝑥2
2 

 

 2تخمین زده شده با این تابع لیاپانوف در شكل  DAبدست می آید. 

همچنین در روش پیشنهادي می توان تابع لیاپانوف را  رسم شده است.

از  تخمین زده شده پس DAدر نظر گرفت که  4چندجمله اي درجه 

 رسم شده است. 2بدست آوردن تابع لیاپانوف در شكل 
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  [ بصورت4سیستم با معادلات حالت بیان شده در ] : 3مثال 

{
𝑥̇1 = −𝑥1 + 𝑥2 

𝑥̇2 = 𝑥1 − 2𝑥2 − 𝑥1
2 + 0.1𝑥1

3 

 [ با بكار بردن تابع لیاپانوف کسري به حل تقریبی4را در نظر بگیرید. در ]

پرداخته  MLFمعادلات با مشتقات جزئی در تئوري زبوف یا استفاده از 

 تخمین زده شده با تابع لیاپانوف کسري که صورت آن DAاست. 

 رسم شده   3در شكل  ،است 2و مخرج آن درجه  4چندجمله اي درجه 

 

  بدست آمده بصورت زیر می باشد.ابع لیاپانوف کسري تاست. 

𝑣𝑛(𝑥) = 10.6𝑥1
2 + 6.57𝑥1𝑥2 + 9.54𝑥2

2

+ 0.047𝑥1
4+0.0076𝑥1

3𝑥2

+ 0.18𝑥1
2𝑥2

2 + 0.02𝑥1𝑥2
3

+ 0.012𝑥2
4 

𝑣𝑑(𝑥) = 1 + 11.4𝑥1
2 + 6.48𝑥1𝑥2 + 10.3𝑥2

2 

نه که در شكل دیده می شود روش پیشنهادي منجر به تخمین همان گو

 با بكار بردن تابع لیاپانوف کسري گردیده است.  MLFبهتري نسبت به 

 با معادلات حالت 1سیستم وندرپول: 4مثال 

{
𝑥̇1 = 𝑥2

𝑥̇2 = −𝑥1 − 𝑥2 + 𝑥1
2𝑥2

 

[ ارجاع 4،20مله ]که تخمین ناحیه جذب آن در مقالات متعددي از ج

داده شده است، را در نظر بگیرید. بكار بردن روش پیشنهادي بهمراه تابع 

𝑛𝑛) 2لیاپانوف چند جمله اي درجه  = 2  ،𝑛𝑑 = ( و یا تابع 0

 لیاپانوف

 

 

𝑛𝑛) 2کسري درجه  = 2 ،𝑛𝑑 =  DA( منجر به تخمین یكسانی از 2

تخمین زده شده بوسیله تابع  DAاین این سیستم می گردد. علاوه بر 

 4[ نیز به همین نتیجه انجامیده که در شكل 20لیاپانوف درجه دو در ]

این سیستم با اعمال تابع لیاپانوف کسري     DA[ 4رسم شده است. در ]

 نشان داده شده است. با استفاده از  5تخمین زده شده که در   4درجه 

 
1 van-der-pole 

نقطه(، -[ )خط6( با چندوجهی ]1تخمین زده شده در مثال ) DA :1شكل 

 [ )خط چین(، روش پیشنهادي با تابع لیاپانوف کسري )خط(9چندجمله اي ]

 2با استفاده از تابع لیاپانوف درجه  2تخمین زده شده در مثال   DA :2شكل 

-)خط 4با تابع لیاپانوف چندجمله اي درجه چین(، روش پیشنهادي  نقطه[ )19]

 تابع لیاپانوف کسري )خط(و روش پیشنهادي با تابع لیاپانوف  نقطه چین(

با بكار بردن تابع لیاپانوف کسري و استفاده  3سیستم مثال  DA تخمین :3 شكل

 یاپانوف کسري و روش پیشنهادي )خط([ ) خط چین(، تابع ل4] MLFاز 

چین(  نقطه[ ) 20] 2با بكار بردن تابع لیاپانوف درجه  4مثال  DA: تخمین 4شكل 
 با بكار بردن روش پیشنهادي )خط(  4چندجمله اي درجه تابع و 
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 DA، 4له اي درجه پیشنهادي و بكار بردن تابع لیاپانوف چندجمروش 

تخمین زده می شود. با بكار بردن تابع  4بصورت نمایش داده در شكل 

لیاپانوف کسري می توان به تخمین بهتري از ناحیه جذب این سیستم 

و  4رسید که با در نظر گرفتن تابع لیاپانوف کسري با صورت درجه 

 رسم شده است. همان 5تخمین زده شده در شكل  DA، 2مخرج درجه 

ده از تابع هدف گونه که در این شكل مشاهده می شود به دلیل استفا

پس بدست آمده است.  ]4[مناسب، به تخمین بهتري نسبت به نتیجه مقاله 

 درجهبا تابع لیاپانوف کسري و بكار بردن پیشنهادي،  روشاز اعمال 

با ، تابع لیاپانوف کسري BMIPپس از حل   4 صورت و مخرج

 مخرج  چندجمله اي صورت و

 

𝑣𝑛(𝑥) = 2.29𝑥1
2 + 2.43𝑥1𝑥2 + 1.46𝑥2

2 + 0.45𝑥1
4

+ 1.44𝑥1
3𝑥2 + 1.64𝑥1

2𝑥2
2

+ 0.71𝑥1𝑥2
3 + 0.68𝑥2

4 

𝑣𝑑(𝑥) = 1 + 2.19𝑥1
2 − 1. 𝑥1𝑥2 + 1.49𝑥2

2 + 0.4𝑥1
4

+ 1.28𝑥1
3𝑥2 + 1.47𝑥1

2𝑥2
2

− 0.65𝑥1𝑥2
3 + 0.62𝑥2

4 
 5 تخمین زده شده با این تابع لیاپانوف در شكل DAبدست می آید. 

 قابل مشاهده است.

 

 نتيجه گيري -5
سیستم هاي چندجمله اي با بكار بردن تابع  DAدر این مقاله تخمین 

 DAلیاپانوف کسري بررسی شده است. براي رسیدن به تخمین بهتر از 

دیدي بر اساس ناحیه محصور به مجموعه رویه ارائه و تابع هزینه ج

بصورت یك الگوریتم بر مبناي حل مسئله بهینه سازي  DAتخمین 

BMI  خلاصه شده است. همانگونه که در مثال ها نشان داده شد، این

فاده از و است MLFدر قیاس با  DAروش منجر به تخمین بهتري از 

 فاکتور شكل دهی شده است.
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