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 (16/4/1396، تاريخ پذيرش مقاله 30/2/1396)تاريخ دريافت مقاله 

ی کنترل بهينه ترافيک شهری برای مهندسين های سنگين شهری چالش بزرگی را برا افزايش روزافزون تعداد خودروها و در پی آن ترافيک: چکیده

پويا، پيچيده و  ايجاد کرده است. روش مناسب برای کنترل بهينه ترافيک هرچه باشد يقيناً بايد وفق پذير بوده تا بتواند ترافيک شهری را که دارای طبيعت

های راهنمايی بر پايه يادگيری تقويتی  ترل هوشمند و توزيع يافته چراغمديريت نمايد. در اين راستا تمرکز اصلی تحقيق حاضر کن یخوب است را به ييرپذيرتغ

در فضای حالت بزرگ )پيوسته( را دارد. همين امر باعث  گيری يمهای راهنمايی بر پايه يادگيری تقويتی نياز به يادگيری و تصم است. کنترل هوشمند چراغ

قابل بسط نباشند. هدف تحقيق حاضر حل  یخوب رای چنين مسائلی )با فضای حالت بزرگ( بههای رايج يادگيری تقويتی )حالت گسسته( ب شود که روش می

های راهنمايی بر پايه  توان توسعه کنترلر هوشمند چراغ اين چالش در مسئله کنترل ترافيک ميكروسكوپيک است. در همين راستا نوآوری تحقيق حاضر را می

پيوسته از شباهت سنجی حالات برای تخمين حالت بزرگ بودن فضای حالت برشمرد. يادگيری تقويتی حالت پيوسته برای حل چالش  يادگيری تقويتی

ها با روش  سازی و عملكرد آن نقاد حالت گسسته نيز پياده-و عملگر Qمنظور اعتبار سنجی، دو روش يادگيری  کند. در اين تحقيق به ها استفاده می ارزش آن

 Qنقاد و يادگيری -% زمان سفر در مقايسه با دو روش عملگر13% و 16دهند که روش پيشنهادی منجر به کاهش  ان میپيشنهادی مقايسه شدند. نتايج نش

 شود. می

 نقاد، ناحيه بندی فضا و کنترل ميكروسكوپيک ترافيک.-، عملگرQيادگيری تقويتی پيوسته، يادگيری کلمات کلیدی: 

Developing Adaptive Traffic Signal Controller based on 

Continuous Reinforcment Learning in a Microscopic Traffic 

Environment 

Mohammad Aslani, Mohammad Saadi Mesgari 

 

Abstract: The daily increase of a number of vehicles in big cities poses a serious challenge to 

efficient traffic control. The suitable approach for optimum traffic control should be adaptive in 

order to successfully content with the urban traffic that has the dynamic and complex nature. Within 

such a context, the major focus of this research is developing a method for adaptive and distributed 

traffic signal control based on reinforcement learning (RL). RL as a promising approach for 

generating, evaluating, and improving traffic signal decision-making solutions is beneficial and 

synergetic. RL-embedded traffic signal controller has the capability to learn through experience by 

dynamically interacting with the traffic environment in order to reach its goals. Traffic signal 

control often requires dealing with continuous state defined by means of continuous variables. 

Conventional RL methods do not scale well to problems with continuous state space or very large 

state space because they require storing distinct estimations of each state value in lookup tables. The 

contribution of the present research is developing adaptive traffic signal controllers based on 

continuous state RL for handling the big state space challenge arises in traffic control. The 
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performance of the proposed method is compared with Q-learning and actor-critic and the results 

reveal that the proposed method outperforms others. 

 

Keywords: Continuous State Reinforcement Learning, Q-Learning, Actor-Critic, Microscopic 

Traffic Control. 

 

 مقدمه -1

ونقل در مسيرهای  با افزايش روزافزون تقاضا برای حمل

ی ها دهيپدشهری، ازدحام و ترافيک در شهرها تبديل به يكی از  درون

ايش زمان سفر و در نتيجه افزايش آلودگی رايج روزمره شده است. افز

ی فسيلی از پيامدهای عمده اين افزايش تقاضا به شمار ها سوختناشی از 

های بلندمدت برای اين مشكل مستلزم  حل . از آنجائی که راه[1] روند یم

کارهای سريع  سازی گسترده است، استفاده از راه گذاری و فرهنگ سرمايه

. در اين ميان کنترل بهينه رسند یمبرای کاهش اين مشكل ضروری به نظر 

ی راهنمايی نقش مهمی را در مديريت و کاهش ترافيک ايفا ها چراغ

ها  روز شاهد انواع ترافيک که در طول يک شبانه ازآنجايی. [2] دينما یم

 بندی ثابت و از ، استفاده از يک زمانمدر يک تقاطع خاص هستي

 تنها باعث کنترل ترافيكی شده برای يک چراغ راهنمايی، نه ريفتع پيش

نوعی عامل افزايش آن نيز خواهد بود. امروزه با  شود، بلكه به نمی مناسبی

، با نصب چند فناوری در علوم کامپيوتر و مهندسی برق و کنترلت پيشرف

توان  راحتی می ، بهکارگيری کنترلرهای هوشمند بهها و  تقاطع درسنسور 

های راهنمايی را به يک سيستم هوشمند سپرد و از  مديريت چراغ

قرمزها و  هدررفتن زمان افراد و سوخت خودروها در پشت چراغ به

چراغ راهنمايی هوشمند، د. لودگی هوا جلوگيری کرآ افزايشچنين  هم

سيستمی است که با توجه به حجم خودروهای ورودی به يک تقاطع 

صورت عادلانه  را به زمان فازهای مختلف چراغ راهنمايیسطح،  هم

ی يادگيری ماشين ازجمله ها روشی اخير ها سالد. در کن مديريت می

 [9-7]و يادگيری تقويتی  [6, 5]، شبكه عصبی [4, 3]منطق فازی 

ی ها چراغی بالايی را برای طراحی کنترلرهای هوشمند ها ليپتانس

 .اند دادهراهنمايی از خود نشان 

ری تقويتی به دليل توانايی برخط آن جهت در اين تحقيق يادگي

با نوسانات ترافيكی و  اش یريپذبهبود تدريجی عملكردش، توانايی وفق 

توانايش در کنترل بدون دانستن مدل محيط ترافيكی مورد استفاده قرار 

، کنترلر مبتنی بر يادگيری تقويتی از طريق تر ساده. به بيان [11, 10]گرفت 

 1تعامل هوشمند با محيط ترافيكی که دارای روندهای غيرخطی و اتفاقی

اندوزی کرده و برای رسيدن به اهدافش اعمال لازمه را  است تجربه

 2003. در اين راستا، عبدلهای و کاتان در سال دينما یمانتخاب 

، را Q 2طور خاص يادگيری  يری يادگيری تقويتی، بهکارگ ی بهها تيمز

 ها آنبرای کنترل يک چراغ راهنمايی با دو فاز بررسی کردند. نتايج کار 

دارای عملكرد نسبتاً بهتری در مقايسه با  Qنشان داد که کنترلر يادگيری 

 
1 Stochastic 
2 Q-learning 

، 2007. وِن و همكاران در سال [12]کنترلر غيرهوشمند زمان ثابت است 

برای کنترل يک تقاطع ايزوله  3کنترلر هوشمندی را بر اساس روش سارسا

توسعه دادند. عملكرد کنترلر پيشنهادی با کنترلرهای زمان ثابت و القايی 

مقايسه شد و نتايج نشان دادند که کنترلر پيشنهادی برای کنترل  [13]

مراتب  ی اشباع ترافيک، دارای عملكرد بهها حالتترافيک، خصوصاً 

برای کنترل يک تقاطع  Q، روش يادگيری [15]. در [14]بهتری است 

ايزوله در شهر تورنتوی کانادا توسعه داده شد. در اين تحقيق محققين 

تعاريف مختلف برای حالات محيط را بر روی عملكرد کنترلر  تأثير

 Qنشان دادند که کنترلر مبتنی بر يادگيری  ها آنبررسی کردند. 

کنترلر زمان ثابت عمل  نظر از نوع تعريف حالت محيط بهتر از صرف

، محققين کار قبلی خود را توسعه دادند و عملكرد دو [7]. در دينما یم

ی راهنمايی يک ها چراغو سارسا را در کنترل  Qالگوريتم يادگيری 

نشان دادند که روش  ها آنشبكه ترافيكی در شهر تورنتو بررسی کردند. 

ی راهنمايی قابل توسعه ها چراغراحتی برای تعداد زيادی از  پيشنهادی به

عريف مختلف از حالت محيط و چهار تعريف از تابع است. همچنين سه ت

پاداش ارائه و مقايسه شدند. نتايج نشان دادند که تعداد خودروهای 

بهترين تعريف حالت محيط و  عنوان بهورودی به تقاطع و طول صف 

بهترين تابع  عنوان بهير خودروهای منتظر در تقاطع تأخمجموع منفی زمان 

دارای عملكرد بهتری  Qان دادند که يادگيری نش ها آنباشند.  پاداش می

در مقايسه با سارسا است. همچنين در تحقيق ايشان تأثير عملكرد مناسب 

توليدشده بررسی شد و  COکنترلر چراغ راهنمايی بر کاهش آلاينده 

منجر به کاهش  Qنتايج نشان دادند که کنترلر هوشمند مبتنی بر يادگيری 

شود. در تحقيق  با کنترلر غيرهوشمند می در مقايسه CO% آلاينده 28

تقاطع  5برای کنترل يک شريان ترافيكی متشكل از  Q، از يادگيری [16]

استفاده شد. در اين تحقيق هر چراغ راهنمايی علاوه بر مشاهده تعداد 

خودروهای منتظر در تقاطع تحت کنترل خود تعداد خودروهای منتظر در 

. نتايج کار ايشان دينما یمگيری لحاظ  ی مجاور را نيز در تصميمها تقاطع

ان داد که در وضعيت اشباع ترافيكی، کنترلر مبتنی بر يادگيری تقويتی نش

ی کمتری در مقايسه با کنترلر زمان ثابت شده ها توقفمنجر به تعداد 

رود. در  يين يادگيری از نقاط ضعف اين تحقيق بشمار میپا سرعتاست. 

ی چند عامله هولونی ها ستميسدر  Qمحققين به توسعه يادگيری  [17]

 50ی راهنمايی در يک شبكه ترافيكی متشكل از ها چراغبرای کنترل 

مراتب در  ی از سلسلها مجموعهصورت  تقاطع پرداختند. سازمان هولونی به

ی اين ساختار ها یژگيو. ازجمله شود یمديده  ها عاملی از ا ختهيآمهم 

 ها تقاطعبه خود متشابهی و پويايی آن اشاره نمود. در مرحله اول  توان یم
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ی شدند که بند طبقهاز طريق يک الگوريتم گراف مبنا به تعدادی هولون 

پردازند و هر  یمدر داخل هر هولون با يكديگر به تبادل اطلاعات  ها عامل

. نتايج اين تحقيق شود یمهولون توسط يک عامل سطح بالاتر کنترل 

ی در مقايسه با کنترلر بهترن داد که روش پيشنهادی دارای عملكرد نشا

 زمان ثابت است.

چارچوب يادگيری تقويتی مدل مبنا برای کنترل  [19, 18]در 

چندين چراغ راهنمايی پيشنهاد شد. چارچوب پيشنهادی برخلاف 

ی راهنمايی بر ها چراغتحقيقات فوق خودرو مبنا است بدين معنی که 

. به عبارت ندينما یمگيری  اساس اطلاعات دريافتی از خودروها تصميم

ترين چراغ  يکنزدين زده و به بهتر هر خودرو زمان توقف خود را تخم

نمايد. هدف سيستم کنترل ترافيک مينيمم نمودن زمان  یمراهنمايی منتقل 

که زمان توقف  1توقف تمام خودروها در کل شبكه است. تابع ارزش

ی راهنمايی و ها چراغزند توسط  مورد انتظار خودروها را تخمين می

شان دادند که سيستم . نتايج اين تحقيق نشود یمخودروها تخمين زده 

% در مقايسه با کنترلر زمان ثابت کاهش 22پيشنهادی زمان توقف را 

را با  [19, 18]روش پيشنهادی در  2014دهد. خميس و گوما در سال  یم

استفاده از تئوری بايزين توسعه دادند. در اين تحقيق تابع هدف تلفيق 

متوسط زمان توقف در طول سفر، متوسط  ازجملهخطی چندين شاخص 

زمان توقف در هر تقاطع، سرعت و امنيت است. روش پيشنهادی در اين 

مقايسه و نتايج نشان دادند که روش  [18]در  TC-1تحقيق با روش 

اساسی در  ضعف نقطهب بهتری است. مرات پيشنهادی دارای عملكرد به

يرعملی بودن تشخيص متوسط زمان سفر، متوسط زمان غتحقيق ايشان 

توقف برای هر خودرو است. زيرا چنين تشخيصی در وهله اول نياز به 

مجزا در شبكه دارد. تشخيص هر خودرو و  صورت بهتشخيص هر خودرو 

دشوار و نيازمند  ی ترافيكی بزرگ در عمل بسيارها شبكهرديابی آن در 

 .[20]های بسيار قوی است  زيرساخت

شده در تحقيقات  ی رايج يادگيری تقويتی )اشارهها روشاگرچه 

فوق( دارای حجم محاسباتی پايينی هستند اما نياز به تكرارهای بالايی 

برای مسائل کنترل  ها روشبرای يادگيری سياست بهينه دارند. اين 

خوبی قابل بسط  ترافيک با فضای حالت بسيار بزرگ و پيوسته به

عمل يک مقدار مجزا را -ها برای هر زوج حالت زيرا آن باشند ینم

و اين در حالی است که در اغلب مسائل  کنند یمتخمين زده و ذخيره 

کنترل ترافيک فضای حالت بسيار بزرگ بوده که اين امر باعث عدم 

. هدف تحقيق حاضر حل اين چالش در مسئله کنترل شود یمشان  کارايی

توسعه کنترلر  توان یمترافيک است. در همين راستا نوآوری تحقيق را 

ی راهنمايی بر پايه يادگيری تقويتی حالت پيوسته برای ها چراغهوشمند 

 حل چالش بزرگ بودن فضای حالت برشمرد.

سازی  صورت ميكروسكوپيک شبيه در اين تحقيق محيط ترافيكی به

سازی ميكروسكوپيک ترافيک، رفتار هر يک از  شده است. در مدل

العمل و  و در نتيجه عكس شود یمتنهايی مدل  رانندگان )خودروها( به

 
1 Value function 

سازی لحاظ  با يكديگر در مدل ها آنجزئيات رفتاری خودروها و تعامل 

ی خودرو از نوع واکنشی بوده و ها عامل. لازم به ذکر است که شود یم

به بررسی  2. در اين مقاله در بخش باشند یمفاقد توانايی يادگيری 

زی سا به پياده 3. بخش شود یميادگيری تقويتی حالت پيوسته پرداخته 

سازی ميكروسكوپيک ترافيک  اختصاص داده شده است که در آن شبيه

. در شوند یمو طراحی کنترلر مبتنی بر يادگيری تقويتی پيوسته تشريح 

به اعتبار  5، در بخش شوند یمسازی ارائه  نتايج حاصل از پياده 4بخش 

گيری اختصاص  به نتيجه 6و نهايتاً بخش  شود یمسنجی نتايج پرداخته 

 ه شده است.داد

 

 یادگیری تقویتی حالت پیوسته -2

ی از مسائل کنترل ترافيک ازجمله کنترل هوشمند ا گستردهطيف 

و اعمال  ها بزرگراهی راهنمايی، کنترل نرخ جريان ورودی به ها چراغ

گيری در فضای حالت  محدوديت سرعت برای خودروها نياز به تصميم

کارگيری کنترلرهای  . در اين مسائل به[21]بزرگ )پيوسته( را دارند 

 تواند یمی يادگيری تقويتی رايج )حالت گسسته( ها روشهوشمند برپايه 

. به [22]منجر به افزايش تعداد تكرارهای موردنياز برای يادگيری شود 

ی يادگيری تقويتی حالت گسسته دارای مشكل ها روش، غالباً تر سادهبيان 

سرعت همگرايی آهسته هستند زيرا هرچه تعداد حالات افزايش يابد ابعاد 

صورت نمايی افزايش  ( بهQسازی ارزش حالات )جدول  جدول ذخيره

، اگر گسسته سازی Q. همچنين جهت کاهش ابعاد جدول ابدي یم

ی انجام پذيرد يادگيری و تر درشتصورت  فضای حالت بهمتغيرهای 

حل  گيری با دقت کافی انجام نخواهد پذيرفت. راه درنهايت تصميم

پيشنهادی برای اين چالش استفاده از يادگيری تقويتی پيوسته است که از 

. [10] کند یماستفاده  ها آنشباهت سنجی حالات برای تخمين ارزش 

 ها آنباشند ارزش  تر هيشبديگر هرچه دو حالت از محيط به يكديگر  بيان به

. بر اين اساس کنترلر يادگير تقويتی [23]خواهد بود  تر هيشبنيز به يكديگر 

محيط را برای   حالاتاندوزی مستقيم در تمام  ديگر نيازی به تجربه

سرعت همگرايی را تا  تواند یمندارد که اين موضوع  ها آنتخمين ارزش 

حد زيادی افزايش دهد. در يادگيری تقويتی پيوسته، تابع تقريب زن با 

. تابع تقريب زن توانايی شود یمجايگزين  Qسازی ارزش  جدول ذخيره

ی ديده نشده دارا است. تابع ها حالتآمده را به  دست کارگيری دانش به به

حالت اوليه را به فضای ويژگی  2تقريب زن ابتدا توسط تابع ويژگی

تصوير کرده و سپس ارزش حالات را در فضای ويژگی جديد توسط 

 .[10]زند  تخمين می 1رابطه 

𝑉(𝑠) = ∑ 𝜑𝑖(𝑠). 𝜃(𝑖)𝑁
𝑖=1 (1)                                                      

دهنده بردار وزن برای  است که نشانپارامتر تنظيمی  θ، 1در رابطه 

تابع ويژگی است. يكی از توابع ويژگی معروف  𝜑(𝑠)ارزش حالات و 

ناحيه بندی فضا است که حجم محاسباتی پايين و قدرت نمايش نسبتاً 

 
2 Feature function 
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. در [24] نديآ یمحساب  ی مثبت اين روش بهها یژگيومناسب ازجمله 

ی ها هيناحبه  ها شبكهی از ا مجموعهاين روش فضای حالت توسط 

و به هر ناحيه  Tilingکه به هر شبكه يک  شود یمتری تقسيم  کوچک

کارگيری  . در صورت بهشود یمگفته  Tileداخل شبكه يک 

روز  به Tile، در هر حالت محيط فقط ارزش يک  Tilingلايه يک

در هر حالت محيط  Tilingز چندين لايه اما در صورت استفاده ا شود یم

که اين امر باعث افزايش سرعت  شود یمروز  به Tileارزش چندين 

بندی فضا مقدار عضويت هر حالت از  . در روش تقسيمشود یمهمگرايی 

(. در 2)رابطه  شود یمهای مختلف توسط تابع زير تعيين  Tileمحيط به 

به  sقدار عضويت حالت محيط م 𝜑𝑖(𝑠)حالت محيط و sاين رابطه، 

tilei .است 

𝜑𝑖(𝑠) = {
0 ∶ 𝑖𝑓 𝑠 ∉ 𝑡𝑖𝑙𝑒𝑖

1 ∶ 𝑖𝑓 𝑠 ∈ 𝑡𝑖𝑙𝑒𝑖
(2          )                                           

ای تعيين شود که  گونه بايد به 𝜃در طول يادگيری مقدار بهينه بردار 

 (.3تابع هزينه زير مينيمم شود )رابطه 

𝐶 =
𝐸[(𝑟 + 𝛾 ∑ 𝜑𝑖(𝑠′). 𝜃(𝑖)𝑁

𝑖=1  − ∑ 𝜑𝑖(𝑠). 𝜃(𝑖)𝑁
𝑖=1 )2]      

(3)                                                                                                        

 نرخ γای،  پاداش لحظه rاميد رياضی،  Eتابع هزينه،  C، 3در رابطه 

نيز حالت بعدی محيط از ديد عامل است. با اعمال روش  ′sتخفيف و 

در طول يادگيری  𝜃روزرسانی بردار  گراديان نزولی بر روی تابع هزينه به

 .[10]پذيرد  صورت می 4بر اساس رابطه 

𝑤𝑡+1 = 𝛾𝜆𝑤𝑡 + 𝜑(𝑠)                                                       
𝜃𝑡+1 = 𝜃𝑡 − 𝛼(𝑟𝑡 + 𝛾𝜃𝑡

𝑇 . 𝜑(𝑠′)  − 𝜃𝑡
𝑇 . 𝜑(𝑠))𝑤𝑡+1 (4)  

ارزش حالات ابتدايی اپيزود از  یتأثيرپذيرميزان  λ، 4در رابطه 

نيز نرخ يادگيری  𝛼ی انتهايی اپيزود است و ها گناليسارزش حالات و 

حالت  Qيادگيری اعمال بر پايه -است. در اين تحقيق ارزش حالات

باره  و خوانندگان برای جزئيات بيشتر دراين شوند یمروزرسانی  پيوسته به

 مراجعه نمايند. [22, 10]به منابع  توانند یم

 

 پیاده سازی -3

آوری منجر به افزايش روزافزون  توسعه شهرنشينی و پيشرفت فن

شهری و خودروها و در نتيجه آن ترافيک شهری  تعداد سفرهای درون

ی ها راهی کاهش معضل ترافيک احداث ها روششده است. يكی از 

ايی است. ی بالای اجرها نهيهزحل خود مستلزم  جديد است. اما اين راه

ی ها ستميستر نيز است توسعه  تر و سريع صرفه حل ديگر که به راه

ی راهنمای هوشمند است. در ها چراغطور خاص  ونقل هوشمند و به حمل

با  ی هوشمندها بندی چراغ راهنمايی هوشمند پارامترهای زمان یها چراغ

نتظر در م یها نيمثال، تعداد ماش عنوان توجه به شرايط ترافيكی موجود )به

مثال، بيشترين  عنوان تقاطع( برای رسيدن به يک سری اهداف خاص )به

در اين تحقيق به توسعه  .شوند یعبوری از تقاطع( بهينه م یها نيتعداد ماش

ی راهنمايی برپايه يادگيری تقويتی در محيط ها چراغکنترلرهای هوشمند 

به اين  شده است. در راستای رسيدن ترافيكی ميكروسكوپيک پرداخته

شده،  سازی ميكروسكوپيک انجام هدف، در اين بخش ابتدا مختصراً شبيه

، تشريح کند یمی راهنمايی بازی ها چراغنوعی نقش محيط را برای  که به

و سپس به توسعه کنترلر وفق پذير چراغ راهنمايی بر پايه  شود یم

ت که (. لازم به ذکر اس1)شكل  شود یميادگيری تقويتی پيوسته پرداخته 

 .اند شده انجام ++Cها در اين تحقيق در زبان  سازی تمامی پياده

 سازی ترافيک شبيه -3-1

منظور  سازی ميكروسكوپيک ترافيک به در اين تحقيق يک شبيه

بررسی عملكرد کنترلرهای چراغ راهنمايی توسعه داده شد. در اين راستا 

اشاره نمود  2000در سال  شده توسط ويرينگ توان به تحقيقات انجام می

منظور توسعه کنترلرهای هوشمند مبتنی بر يادگيری تقويتی ابتدا به  که به

سازی ميكروسكوپيک پرداخت. در تحقيق ايشان برخلاف  توسعه شبيه

تحقيق حاضر خودروها فاقد رفتار تغيير خط، افزايش و کاهش شتاب 

ه صورت گسست هايی در يک راستا و به هستند و فقط همانند مستطيل

سازی  خميس و گوما شبيه 2014در سال . [18]کنند  حرکت می

ای توسعه دادند که  گونه شده توسط ويرينگ را به ميكروسكوپيک انجام

صورت پيوسته داشته  خودروها توانايی افزايش و کاهش شتاب را به

سازی ايشان همچنان خودروها فاقد توانايی  باشند. اما همچنان در شبيه

، ال تانتاوی و 2014. در سال [20]سبقت گرفتن و تغيير خط خود هستند 

سازی  همكاران برای ارزيابی کنترلرهای پيشنهادی خود به انجام شبيه

 Paramicsافزار  ترافيكی در بخشی از شهر تورنتو با استفاده از نرم

شده همانند مقاله حاضر خودروها  سازی ترافيكی انجام پرداختند. در شبيه

ير خط و سبقت گرفتن را دارا توانايی افزايش شتاب، کاهش شتاب، تغي

 .  [7]هستند 

سازی ميكروسكوپيک ترافيک از چهار بخش اصلی شبكه  هر شبيه

ی متحرک )نظير خودرو، ها تيموجودترافيكی، تقاضای ترافيكی، 

ی کنترل ترافيک )نظير تابلوهای ها تيموجودموتورسيكلت و اتوبوس( و 

(. 1شده است )شكل  ی راهنمايی( تشكيلها چراغمحدوديت سرعت و 

است.  ها تقاطعو  ها ابانيخدسه و توپولوژی دهنده هن شبكه ترافيكی نشان

دهنده ابعاد هر خيابان )طول و عرض(  به عبارت بهتر شبكه ترافيكی نشان

و تعداد خطوط آن است. در اين تحقيق کنترل ترافيک برای يک شبكه 

خيابان انجام  24تقاطع و  9همگن )متقارن( متشكل از  3×3ترافيكی 

  خودرو  40طرفه و دارای دو خط با ظرفيت ها دو پذيرد. تمامی خيابان می
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 سازی . اجزاء مختلف در پياده1شكل 

 

If (it is necessary to change lanes) then 

 Apply Lane-Changing Model 

endif 

If (the vehicle has not changed lanes) then 

 Apply Car-Following Model 

Endif 
 دو مدل تغيير خط و تعقيب خودروکارگيری  . الگوريتم به2شكل 

 ی ترافيكی در هر خيابانها هيناح. 3شكل 

 

متر با حداکثر سرعت  250باشند. طول هر خيابان نيز  در هر طرف می

% از 33شود که  کيلومتر بر ساعت است. همچنين فرض می 50مجاز 

راست را در  به % گردش33چپ و  به % گردش33خودروها مسير مستقيم، 

همواره خودروها در طول مسير دهند.  واجه با تقاطع انجام میصورت م

 پيرامونشانبرسند اما محيط  سرعت مطلوب حرکت خود تمايل دارند تا به

)خودروی جلويی، خودروهای مجاور، چراغ راهنمايی و تابلوهای 

. در هر شود یسرعت مطلوب م ها به محدوديت سرعت( مانع از رسيدن آن

تعقيب  يت و سرعت هر خودرو توسط دو مدلسازی موقع گام شبيه

مدل تغيير خط  .[26, 25]( 2)شكل  دنشو یروز م به خودرو و تغيير خط

گيری است که دو مسئله امكان تغيير خط و نياز به تغيير  روند تصميم کي

سرعت رانندگی بهتر( را در نظر  خط )رفتن به خط گردش و رسيدن به

 گيرد. می

 سازی میکروسکوپیک ترافیک شبیه

 شبکه ترافیکی

 مدل رفتار رانندگان

 تقاضای ترافیکی

 مدل تعقیب خودرو

 مدل تغییر خط

چراغ راهنمایی در هر تقاطع
 

 سنسور

 عملگر

تخمین حالت 

 محیط و پاداش

یادگیری تقویتی حالت 

-ϵپیوسته و سیاست 

greedy 

 زمان سبز بهینه

یادگیری تقویتی کنترلر هوشمند مبتنی بر  

1ناحیه  2ناحیه   3ناحیه    
نقطه 

 چرخش
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Z←Current zone of the vehicle 

TL← Turning lane 

V←Current speed of the vehicle 

VD← Desired speed of the driver 

L← Current driving lane 

If (Z==1) 

 V′←calculate the future speed of the vehicle in the desired driving lane 

 If (|V′-VD|<|V-VD|) 

  If (there is enough gap in the desired driving lane) 

   Change the driving lane 

  Endif 

 Endif 

Endif 

If (Z==2) 

 If (TL <> L) 

  If (there is enough gap in the desired driving lane) 

   Change the driving lane 

  Endif 

 Endif 

Endif 

If (Z==3) 

 If (TL <> L) 

  If (there is enough gap in the desired driving lane) 

   Change the driving lane 

  Elseif 

   Decrease the speed by using normal deceleration 

   Endif 

 Endif 

Endif 
 . الگوريتم تغيير خط4شكل 

گيری است که دو مسئله امكان تغيير  روند تصميم مدل تغيير خط يک

سرعت رانندگی  خط و نياز به تغيير خط )رفتن به خط گردش و رسيدن به

تری از رفتار  گيرد. برای دستيابی به يک نمايش دقيق بهتر( را در نظر می

ر خيابان به سه ناحيه تقسيم گيری تغيير خط، ه رانندگان در روند تصميم

( که در هر ناحيه انگيزه راننده جهت تغيير خط متفاوت 3شود )شكل  می

، انگيزه تغيير خط، رسيدن به شرايط ترافيكی 1(. در ناحيه 4است )شكل 

، 2سرعت مطلوب( است. در ناحيه  تر به بهتر )سرعت رانندگی نزديک

نيز  3ت و در ناحيه اس 1انگيزه تغيير خط نزديک شدن به خط گردش

در  3انگيزه نزديک شدن به خط گردش است با اين تفاوت که در ناحيه 

صورت نبودن فضا در خط مقصد راننده بايد سرعت خود را جهت پيدا 

 (.4نمودن فضای مناسب در خط مقصد کاهش دهد )شكل 

شده توسط گيپس مورد  در اين تحقيق مدل تعقيب خودروی ارائه

و  2. اين مدل از دو جزء کاهش شتاب[28, 27]فت استفاده قرار گر

های  شده است. جزء اول دربرگيرنده محدوديت تشكيل  3افزايش شتاب

شده توسط خودروی جلويی و جزء دوم دربرگيرنده قصد  سرعت اعمال

سازی کاهش  سرعت مطلوبش است. ايده مدل خودرو برای رسيدن به

ننده همواره شتاب بر اساس اجتناب از تصادف است. بدين معنی که را

 
1 Turning lane 
2 Deceleration 
3 Acceleration 

اش را از خودروی جلوی در حدی نگه دارد که  کند که فاصله سعی می

در صورت توقف ناگهانی از جانب خودروی جلويی بتواند بدون 

 5گونه برخوردی با خودروی جلويی به توقف کامل برسد. رابطه  هيچ

. در اين [26]دهد  مدل کاهش شتاب بكار رفته در اين تحقيق را نشان می

زمان  tشماره خودروی عقبی،  n+1شماره خودروی جلوی،  nرابطه 

سرعت خودروی  𝑉𝑛 ام، n+1سرعت خودروی  𝑉𝑛+1 سازی، فعلی شبيه

n ،T ،گام زمانی و همچنين زمان واکنش راننده𝑏𝑛+1 اب کاهشی شت

محل  t، 𝑥𝑛+1(𝑡)در زمان  nمحل خودروی  𝑥𝑛(𝑡) خودروی عقبی،

است. لازم به ذکر  4کمترين سرفاصله 𝐿𝑛 و tام در زمان  n+1خودروی 

زمانی که طول  است که زمان واکنش راننده عبارت است از مدت

هد. کشد تا راننده به تغييرات سرعت خودروی جلويی واکنش نشان د می

 ثانيه در نظر گرفته شد. 1در اين تحقيق ميزان اين زمان برابر 

𝑉𝑛+1
𝐷 (𝑡 + 𝑇) ≤ 𝑇 𝑏𝑛+1 + (𝑇2 𝑏𝑛+1

2 (𝑡) 
−𝑏𝑛+1[2(𝑥𝑛(𝑡) − 𝑥𝑛+1(𝑡) − 𝐿𝑛)] 

−𝑇 𝑉𝑛+1(𝑡) −
𝑉𝑛

2(𝑡)

𝑏𝑛
)0.5 (5)                                                        

. در [26]نيز برای افزايش شتاب مورد استفاده قرار گرفت  6رابطه 

𝑉𝑛+1 و n+1حداکثر شتاب افزايشی خودروی  𝑎𝑛+1 اين رابطه
∗ (𝑡) 

 هستند. tدر زمان  n+1سرعت مطلوب خودروی 

 

 
4 Minimum Headway 
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Vn+1
A (t + T) =  Vn+1(t) + 2.5 an+1T (1 −

Vn+1(t)

Vn+1
∗ (t)

) √0.025 +
Vn+1(t)

Vn+1
∗ (t)

(6)                                                  

مينيمم سرعت خودرو در دو  t+Tسرعت نهايی خودرو در زمان 

 (.7حالت افزايش شتاب و کاهش شتاب است )رابطه 

𝑉𝑛+1
𝐹𝑖𝑛𝑎𝑙(𝑡 + 𝑇) = 𝑀𝑖𝑛 {𝑉𝑛+1

𝐴 (𝑡 + 𝑇), 𝑉𝑛+1
𝐷 (𝑡 + 𝑇)} (7  )  

لازم به ذکر است که رفتار و ويژگی خودروها توسط پارامترهای 

ر سرعت، حداکثر شتاب افزايشی و حداکثر شتاب کاهشی قابل حداکث

توصيف هستند. در اين تحقيق حداکثر سرعت، حداکثر شتاب افزايشی و 

حداکثر شتاب کاهشی هر خودرو به ترتيب از توابع توزيع گوسين با 

متر بر مجذور ثانيه و انحراف  6و  3کيلومتر بر ساعت،  110های  ميانگين

متر بر  5.0متر بر مجذور ثانيه و  2.0کيلومتر بر ساعت،  10از معيارهای 

 شوند. مجذور ثانيه انتخاب می

سرعت مطلوب يک خودرو بر اساس سه فاکتور حداکثر سرعت 

ها و ميزان تبعيت از حداکثر سرعت  خودرو، حداکثر سرعت مجاز خيابان

مثال فرض نماييد که حداکثر  عنوان شود. به ها تعيين می مجاز خيابان

کيلومتر بر ساعت، حداکثر سرعت مجاز خيابان نيز  150سرعت خودرو 

باشد.  2.1و ميزان تبعيت از حداکثر سرعت مجاز کيلومتر بر ساعت  60

کيلومتر بر ساعت محاسبه  72، 8سرعت مطلوب خودرو توسط رابطه 

ها  شود. در اين تحقيق ميزان تبعيت از حداکثر سرعت مجاز خيابان می

و  1.1تصادف برای هر خودرو از يک تابع توزيع گوسين با ميانگين  به

 شود. انتخاب می 1.0انحراف از معيار 

𝑉∗  =  𝑚𝑖𝑛(150,1.2 × 60)  =  72 (𝑘𝑚/ℎ)              (8)  

کنترلر هوشمند چراغ راهنمايی بر پايه يادگيری  -3-2

 تقويتی پيوسته

در شروع هر فاز، چراغ راهنمايی وضعيت ترافيكی محلی )حالت 

 شود ینمايش داده م [Ph, A1, A2,…, Aw]محيط( را که توسط بردار 

 ،شماره فاز جاری چراغ راهنمايی Ph. در اين بردار، کند یرا مشاهده م

w و ورودی به تقاطع های يابانتعداد خ A1, A2,…Aw  تعداد

برای مثال  هستند. ورودی به تقاطع های يابانخودروهای منتظر در خ

 یبعد 5 استخيابان ورودی  4فضای حالت برای يک تقاطع که دارای 

 زمان مدتحيط، چراغ راهنمايی يک بعد از مشاهده وضعيت م. باشد می

ثانيه  ]20و  30و  40و  50و  60و  70و  80و  90[سبز را از ميان مقادير 

کند. بعد از انتخاب زمان سبز، چراغ راهنمايی تا انتهای فاز که  یمانتخاب 

ثانيه( است صبر کرده و سپس  5مجموع زمان سبز و زرد )زمان زرد 

از  شده انتخابميزان مطلوبيت عمل  هدهند نشانسيگنال پاداش را که 

 9نمايد. اين سيگنال پاداش توسط رابطه  یممحيط است را دريافت 

 شود. یمتعريف 

𝑅𝑒𝑤𝑎𝑟𝑑 = ∑ 𝐴𝑖,𝑘
𝑤
𝑖=1 − ∑ 𝐴𝑖,𝑘+1

𝑤
𝑖=1  (9       )                        

تعداد  Ai,k، ورودی به تقاطع های يابانتعداد خ w، 9در رابطه 

تعداد خودروهای  Ai,k+1و  kخودروهای منتظر در تقاطع در گام زمانی 

است. پاداش دريافتی برای  k+1منتظر در تقاطع در گام زمانی 

در راستای  ها آنکيفيت  دهنده نشانی ارزش اعمال که روزرسان به

قرار  مورداستفادهنمودن اهداف مسئله )کاهش زمان سفر( است  برآورده

عدم دانش  دهنده نشانعمال در ابتدا صفر است که گيرد. ارزش ا یم

ها در طول زمان  ی راهنمايی از محيط ترافيكی است. اين ارزشها چراغ

ی راهنمايی در ابتدا ها چراغ که یآنجائشوند. از  یمی روزرسان به

گونه دانشی از محيط اطراف خود ندارند نياز به کنكاش اعمال  يچه

ی ها چراغط را دارند، بنابراين ی مختلف محيها حالتمختلف در 

های پاداش به تعامل  يگنالسراهنمايی با انتخاب اعمال مختلف و دريافت 

حالات محيط توسط -پردازند. ارزش اعمال یمبا محيط اطراف خود 

 .شوند یمروزرسانی  به 4و  1روابط 

 Tileی خطی بر پايه ها زندر يادگيری تقويتی پيوسته از تقريب 

coding ده شد. عملكرد روش استفاTile coding  وابستگی زيادی به

 تأثير ها آنها دارد و عدم انتخاب مناسب  Tilingها و  Tileتعداد 

بسزايی در کاهش عملكرد کنترلر هوشمند دارد. در اين تحقيق مقادير 

و نتايج به ازای  رنديگ یمها موردبررسی قرار  Tilingها و  Tileمختلف 

مراجعه شود(.  4)به بخش  شوند یمو بررسی مقادير مختلف ارائه 

ساعت انجام و هر ساعت يک  700سازی ميكروسكوپيک برای  يهشب

ی ها چراغشود. هرچه تعداد اپيزودها افزايش يابد  اپيزود در نظر گرفته می

 آمده دست بهراهنمايی کمتر به کنكاش محيط پرداخته و بيشتر به دانش 

کنند که دارای ارزش بيشتری  یمتخاب خود اکتفا کرده و اعمالی را ان

ی راهنمايی يادگير نياز به برقراری تعادل ميان ها چراغهستند. در حقيقت 

برای  ε-greedyی دارند. در اين آزمايش از روش بردار بهرهاکتشاف و 

که عملكرد يادگيری تقويتی را  یپارامتر. [10]اين منظور استفاده شد 

نرخ يادگيری  که ی. درصورتاست، نرخ يادگيری دهد یتحت تأثير قرار م

 که بزرگ باشد یو درصورت کٌنديادگيری سرعت کوچک باشد 

نرخ يادگيری در اين تحقيق . شود یگرايی سيستم ميادگيری منجر به وا

مختلف از  های روشهمچنين برای مقايسه عادلانه انتخاب شد.  1.0برابر 

، متوسط (Sec/km)هر خودرو  1سه شاخص ارزيابی متوسط زمان سفر

ها  و متوسط تعداد توقف (Sec/km)هر خودرو  2توقفزمان 

(#/veh/km)  .هر خودرو عبارت است از متوسط زمان سفر استفاده شد

ميانگين زمانی که يک خودرو نياز دارد تا يک کيلومتر را در شبكه طی 

شود که ابتدا برای هر خودرو زمان سفر  یمصورت محاسبه  ينبدنمايد و 

شود. متوسط زمان  یمگيری  يانگينمشده و بر کل تعداد خودروها  تعيين

توقف هر خودرو در  توقف برای هر خودرو عبارت است از مجموع زمان

عبارت است از متوسط تعداد  ها توقفهر کيلومتر. متوسط تعداد 

 
1 Travel Time 
2 Stop Time 
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ذکر است که  يانشا يی که هر خودرو در هر کيلومتر دارد.ها توقف

با مينيمم کردن معيارهای ارزيابی  ها عاملماکزيمم کردن پاداش 

 همبستگی دارد.

 

 نتایج -4

رلر يادگير بسيار ها در عملكرد کنت Tileها و  Tilingتعداد 

هستند بنابراين در اين بخش عملكرد کنترلرهای يادگير  تأثيرگذار

ها ارائه و مقايسه  Tileها و  Tilingمختلف به ازای مقادير مختلف 

متوسط ، 5تعيين شوند. در شكل  ها آنتا درنهايت مقادير بهينه  شوند یم

( 8و  5، 2ها ) Tileو مقادير مختلف  Tilingبه ازای يک  زمان سفر

گيری  نشان داده شده است. در اين شكل نمودارهای يادگيری از ميانگين

ساعته  9ی ها بازهگيری در  بار اجرای الگوريتم و ميانگين 5

دهنده اپيزود و  . در تمام اين نمودارها محور افقی نشاناند آمده دست به

 دهنده شاخص ارزيابی است. محور قائم نشان

 
و  Tilingگيری کنترلرهای يادگير تقويتی پيوسته به ازای يک . نمودار ياد5شكل 

 8و  5، 2های  Tileتعداد 

در تمام  Tileطور که مشخص است کنترلر يادگير به ازای دو  همان

دهنده  ی ارزيابی فاقد رفتار يادگيری است و نمودارِ نشانها شاخص

ير به عملكرد آن دارای نوسانات زيادی است. همچنين کنترلرهای يادگ

 .ی نزديک به هم هستندعملكردهادارای  Tileازای پنج و هشت 

و پنج  Tileهمچنين اختلاف محسوس ميان نمودارهای يادگيری ميان دو 

ها بر روی عملكرد يادگيری  Tileزياد تعداد  تأثيرنشان از  Tileو هشت 

 دارد.

 
و  Tilingی سه . نمودار يادگيری کنترلرهای يادگير تقويتی پيوسته به ازا6شكل 

 8و  5، 2های  Tileتعداد 

و مقادير  Tilingی يادگير به ازای سه ها رکنترل، عملكرد 6در شكل 

ها  Tile( نشان داده شده است. افزايش تعداد 8و  5، 2ها ) Tileمختلف 

، 7توجه ای در يادگيری نداشته است. در شكل  قابل تأثيراز پنج به هشت 

نشان  Tilingای وفق پذير به ازای شش نمودارهای يادگيری کنترلره

 Tileگونه يادگيری به ازای دو  هيچ 6و  5اند. همانند اشكال  شده داده

صورت نپذيرفته است. اما اختلاف عملكرد يادگيری به ازای پنج و هشت 

Tile  است.  تر محسوس 6و  5در مقايسه با اشكال 

 
 Tilingپيوسته به ازای شش  . نمودار يادگيری کنترلرهای يادگير تقويتی7شكل 

 8و  5، 2های  Tileو تعداد 

 
و  Tiling. نمودار يادگيری کنترلرهای يادگير تقويتی پيوسته به ازای نُه 8شكل 

 8و  5، 2های  Tileتعداد 

نشان  Tilingنيز نمودارهای يادگيری به ازای نهُ  8در شكل 

دارای  Tileشت اند. واضح است که کنترلر يادگير به ازای ه شده داده

 افزايشفهميد که  توان یم 8تا  5بهترين عملكرد است. با بررسی اشكال 

تعداد منجر به بهبود عملكرد خواهد شد که  ها در صورتی Tileتعداد 

Tiling  به دليل اينكه فقط از يک  5شكل ها نيز بالا باشد. درTiling 

زيرا  ندارد،ناسبی عملكرد م Tile هشت شده بود الگوريتم به ازای استفاده

 7 اشكالاما در  شود یروز م به Tileدر هر حالت محيط فقط ارزش يک 

 شود یروزرسانی م به Tileارزش چندين  عمل-در هر حالتچون  8و 

 1جدول در  .دارای عملكرد مناسبی است Tileالگوريتم به ازای هشت 

نشان  اپيزود انتهايی 50عملكرد کنترلرهای يادگير مختلف در متوسط 

 Tile، روش Tile coding (x,y)از در اين جدول منظور  .اند شده داده

coding  با تعدادx Tiling   وy Tile .طور که مشخص  همان است

با  Tilingاست اختلاف نسبتاً زيادی بين بهترين کنترلر به ازای يک 

 دليل اين امر وجود دارد. Tilingبهترين کنترلر ها به ازای سه، شش و نُه 

پذيری پايين و سرعت يادگيری پايين به علت استفاده کردن از  انعطاف

از يک به سه منجر ها  Tilingهمچنين افزايش تعداد  است. Tilingيک 

اما با  ای در سرعت يادگيری شده است ملاحظه به افزايش نسبتاً قابل

در سرعت يادگيری چندانی تغيير  نهُو  ششها به  Tilingافزايش تعداد 

 يافته است. افزايش 𝜃و فقط تعداد پارامترهای  اق نيافتادهاتف

  

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
88

34
5.

13
96

.1
1.

2.
4.

3 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c-
is

ic
e.

ir
 o

n 
20

26
-0

1-
31

 ]
 

                             8 / 13

https://dor.isc.ac/dor/20.1001.1.20088345.1396.11.2.4.3
http://joc-isice.ir/article-1-374-en.html


 کهای راهنمايی بر پايه يادگيری تقويتی حالت پيوسته در محيط ترافيكی ميكروسكوپي توسعه کنترلر هوشمند چراغ

 محمد اصلانی، محمد سعدی مسگری

17 
 

 

Journal of Control,  Vol. 11,  No. 2, Summer 2017  1396، تابستان 2، شماره 11مجله کنترل، جلد 

 

 اپيزود انتهايی 50ها در  Tilingها و  Tileمتوسط عملكرد کنترلرهای يادگير به ازای مقادير مختلف . 1جدول 

 کنترلر یادگیر (sec/km)سفر متوسط زمان  (sec/kmتوقف )متوسط زمان  (veh/km/#) ها توقفمتوسط تعداد 

5.054±0.123 362.88±14.84 451.62±15.11 Tile Coding (1,2) 

4.364±0.064 274.85±6.57 361.99±6.74 Tile Coding (1,5) 

4.380±0.077 279.11±7.57 366.18±7.76 Tile Coding (1,8) 

4.996±0.152 327.24±17.07 415.43±17.47 Tile Coding (3,2) 

4.186±0.042 234.28±4.28 320.76±4.43 Tile Coding (3,5) 

4.146±0.049 230.79±5.60 317.17±5.75 Tile Coding (3,8) 

5.159±0.158 336.74±18.77 425.02±19.12 Tile Coding (6,2) 

4.296±0.056 246.82±5.70 333.62±5.85 Tile Coding (6,5) 

4.163±0.064 233.31±6.39 319.70±6.56 Tile Coding (6,8) 

5.399±0.197 384.37±23.00 473.05±23.31 Tile Coding (9,2) 

4.412±0.060 265.56±6.21 352.66±6.39 Tile Coding (9,5) 

4.180±0.047 237.61±4.21 324.04±4.34 Tile Coding (9,8) 

 

 Tilingهمچنين با مقايسه انحراف از معيار بهترين کنترلرها به ازای 

ها منجر به  Tilingد که افزايش تعدا شود یمهای مختلف مشخص 

کاهش نوسانات نمودار يادگيری )انحراف از معيار( شده است. ازلحاظ 

دارای  Tile Coding(3و  8متوسط عملكرد، کنترلر يادگير بر پايه )

و  8) بهترين عملكرد و از منظر انحراف از معيار کنترلر يادگير بر پايه

9)Tile Coding .دارای بهترين عملكرد است 

 

 و تحلیل نتایج بحث -5

ی بسيار رايج در ها روشی يادگيری تقويتی گسسته جزء ها روش

, 8]ی راهنمايی هستند که در تحقيقات مختلفی ها چراغکنترل وفق پذير 

منظور اعتبار سنجی نتايج،  اند. در اين بخش به مورد استفاده قرارگرفته [17

سازی و  پياده [10]نقاد حالت گسسته -و عملگر Qدگيری دو روش يا

روش يک  Qنتايج آن با روش پيشنهادی مقايسه شدند. روش يادگيری 

off-policy  کند یماست بدين معنی که سياستی که با آن زندگی 

 Qمتفاوت باشد. برای يادگيری تابع  دهد یمممكن است با آنچه بهبود 

به  <s,a>از جدولی استفاده کرد که هر سطر آن يک زوج  توان یم

به دست آورده است.  Qهمراه تقريبی است که يادگير از مقدار واقعی 

 10مطابق رابطه  Qاعمال در يادگيری -سانی ارزش حالاتروزر نحوه به

 است.

Q(s, a) ← Q(s, a) + α[r + γmaxa′ Q(s′, a′) −

Q(s, a)]  (10         )                                                                            

ضريب  αضريب تخفيف،  γ، یا پاداش لحظه r، 10در رابطه 

 .دهند یرا نشان م s در حالت aارزش انجام عمل  Q(s,a)و  يادگيری

در اين  Qضريب تخفيف و مقدار ضريب يادگيری برای روش يادگيری 

نقاد يک -انتخاب شدند. روش عملگر 01.0و  99.0تحقيق به ترتيب برابر 

است بدين معنی که سياستی که عامل با آن زندگی  on-policyروش 

. در اين [29]زند يكی است  زش آن را تخمين میبا سياستی که ار کند یم

ی هم برای سياست و هم برای ا جداگانهروش يادگيری، ساختار حافظه 

. در اين روش يادگيری ساختار سياست شود یمتابع ارزش در نظر گرفته 

. ارزش شوند یمعنوان نقاد شناخته  لگر و ساختار تابع ارزش بهعنوان عم به

 12و  11نقاد توسط روابط -ی مختلف محيط در روش عملگرها حالت

 .شوند یمروز  به

V(s) ← V(s) + α[rt+1 + γV(st+1) − V(st)]et+1(s) 
(11)                                                                                                      

et+1(s) = {
γλet(s)   , if  s ≠ st

γλet(s) + 1 , if   s = st
0 ≤ γ, λ ≤ 1     

(12)                                                                                                      

 λنرخ تخفيف،  γملگر، نرخ يادگيری در ع α، 12و  11در روابط 

و  ها حالتی ابتدايی اپيزود از ارزش ها حالتارزش  تأثيرپذيریميزان 

مقدار نرخ يادگيری، ضريب تخفيف و  ی انتهايی محيط هستند.ها گناليس

λ  انتخاب شدند. 85.0و  9.0، 1.0در عملگر به ترتيب برابر 
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 . نحوه گسسته سازی حالت هر تقاطع2جدول 

  مرزبندی حالات محیط تعداد حالات Qابعاد جدول 

8×4×6×6×6×6 

 خیابان ورودی اول {65-50-35-20-5} 6

 خیابان ورودی دوم {65-50-35-20-5} 6

 خیابان ورودی سوم {65-50-35-20-5} 6

 خیابان ورودی چهارم {65-50-35-20-5} 6

 فاز {1 و 2و  3و  4} 4

                                                                                          

تقويت کردن و يا ضعيف کردن تمايل برای انتخاب هر عمل در عملگر 

ی مختلف انجام ها زماندر  P(st,at)توسط افزايش يا کاهش  تواند یم

 (.13شود )رابطه 

P(s, a) ← P(s, a) + β[rt+1 + γV(st+1) −
V(st)]et+1(s)                                 (13  )                                  

بوده و دارای يک مقدار مثبت  1پارامتر طول گام β، 13در رابطه 

. اين دو روش نياز به گسسته سازی حالات محيط دارند باشد یم( 1.0)

ی منتهی به هر ها ابانيخی موجود در ها نيماشبرای اين منظور تعداد 

 .شوند یمگسسته سازی  2ابق جدول تقاطع مط

جهت برقراری تعادل ميان اکتشاف  ϵ-greedyهمچنين از سياست 

صورت خطی در طول يادگيری  به ϵبرداری استفاده شد که مقدار  و بهره

عملكرد کنترلرهای مبتنی بر  9. شكل ابدي یتا صفر کاهش م 8.0از 

کنترلر مبتنی بر  ينحالت گسسته را با بهتر نقاد-عملگرو  Qيادگيری 

در سه معيار متوسط ( Tile Coding(3و  8حالت پيوسته )) Qيادگيری 

 .دينما یممقايسه  ها توقفزمان سفر، متوسط زمان توقف و متوسط تعداد 

مشخص است روش پيشنهادی دارای  9طور که از شكل  همان

، متوسط عملكرد اين سه تر قيدقمنظور ارزيابی  عملكرد بهتری است. به

اپيزود انتهايی بر اساس سه معيار متوسط زمان سفر،  50نترلر يادگير در ک

نشان  3در جدول  ها توقفمتوسط زمان توقف و متوسط تعداد 

طور که مشخص است استفاده از کنترلر يادگير  اند. همان شده داده

نقاد و -% زمان سفر در مقايسه با کنترلر عملگر16پيشنهادی منجر به بهبود 

 شده است. Q% زمان سفر در مقايسه با کنترلر يادگير 13بهبود 

عملكرد  تأثيری از ميزان تر ملموسمنظور فراهم آوردن درک  به

ی ها ندهيآلاو انتشار  (lit)کنترلر چراغ راهنمايی، ميزان مصرف سوخت 

CO ،HC  وNOx (kg)  برای کنترلرهای هوشمند مختلف بررسی

برقراری ارتباط ميان مهندسی  . هدف از انجام چنين بررسیشوند یم

سازی  است. در شبيه ستيز طيمحترافيک، يادگيری ماشين و 

منظور محاسبه ميزان مصرف سوخت و  ميكروسكوپيک ترافيک، به

 
1Step-Size 

توقف کامل، کاهش شتاب،  آلايندگی برای هر خودرو چهار حالت

شده است و برای  افزايش شتاب و حرکت با سرعت ثابت در نظر گرفته

و  CO ،NOx) ها ندهيآلاميزان مصرف سوخت و ميزان توليد  هر حالت

HCسازی بر اساس  در طول شبيه .شود یمصورت مجزا معرفی  ( به

و  ها ندهيآلاميزان  دينما یمسرعت هر خودرو و مسافتی که در شبكه طی 

ميزان مصرف سوخت و  10شكل  .[30] شوند یممصرف سوخت محاسبه 

 ،Qيادگيری کنترلرهای مبتنی بر ی مختلف را برای ها ندهيآلاانتشار 

حالت  Qيادگيری کنترلر مبتنی بر  ينبهتر وحالت گسسته  نقاد-عملگر

 .دهد یمنشان  پيوسته

 

 

 
نقاد-و عملگر Q. مقايسه عملكرد روش پيشنهادی با دو روش يادگيری 9شكل 
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 نقاد-و عملگر Q. مقایسه روش پیشنهادی با دو روش یادگیری 3جدول 

 ها توقفمتوسط تعداد 

(#/veh/km) 

 متوسط زمان توقف

(sec/km) 

 متوسط زمان سفر

(sec/km) 
 کنترلر

 نقاد-عملگر 377.09±5.02 289.99±5.07 4.42±0.06

 Qیادگیری  363.37±8.05 276.33±7.79 4.38±0.09

 روش پیشنهادی 317.17±5.75 230.79±5.60 4.15±0.049

6.1 20.4 15.9 
% بهبود روش پیشنهادی در 

 نقاد-مقایسه با عملگر

5.4 16.5 12.7 
% بهبود روش پیشنهادی در 

 Qمقایسه با یادگیری 

 

 
نقاد -و عملگر Qروش پيشنهادی با دو روش يادگيری . مقايسه عملكرد 10شكل 

 با معيارهای ميزان مصرف سوخت و آلايندگی

به  NOxو  CO ،HCلازم به ذکر است در اين جدول منظور از 

توليدشده در هر ساعت  NOxو  CO ،HCترتيب ميزان متوسط آلاينده 

طور که مشخص است مجموع ميزان سوخت مصرفی و  است. همان

ی مختلف در طول يادگيری دارای روند کاهشی بوده که اين ها ندهيآلا

به  ها آنی راهنمايی و نزديک شدن ها چراغدهنده يادگيری  موضوع نشان

سياست بهينه است. همچنين کنترلر پيشنهادی بر اساس تمام معيارهای 

 ميزان مصرف سوخت و انتشار آلايندگی دارای عملكرد بهتری است.

، متوسط عملكرد اين سه کنترلر يادگير در تر قيقدمنظور ارزيابی  به

اند.  شده نشان داده 4اپيزود انتهايی بر اساس معيارهای فوق در جدول  50

طور که مشخص است استفاده از کنترلر يادگير پيشنهادی منجر به  همان

در مقايسه  NOx% انتشار آلاينده 12% ميزان مصرف سوخت و 10بهبود 

% انتشار 12% ميزان مصرف سوخت و 8د و بهبود نقا-با کنترلر عملگر

 شده است. Qدر مقايسه با کنترلر يادگير  NOxآلاينده 

 

 گیری نتیجه -6

های راهنمايی به دليل  سازی کنترلرهای چراغ يادهپطراحی و 

يست. طراحی نهای ترافيكی ساده و عاری از چالش  نوسانات و پيچيدگی

يادگيری تقويتی، توانايی وفق پذيری راهنمايی بر اساس  چراغکنترلرهای 

در آورد.  یمرا با شرايط مختلف ترافيكی فراهم  ها آنپذيری  و انعطاف

 Tileخطی  زناين تحقيق کنترلر يادگير تقويتی بر اساس تقريب 

Coding سازی شد. در  منظور کنترل چراغ راهنمايی طراحی و پياده به

شود بدين معنی  یمميم استفاده يادگيری تقويتی حالت پيوسته از مفهوم تع

که برخلاف يادگيری تقويتی گسسته عامل برای تقريب زدن ارزش تمام 

ی مستقيم ندارد و ارزش اندوز تجربهاعمال نيازی به -حالات يا حالات

اعمال مشابه -عمل از روی شباهت سنجی با ساير حالات-يک حالت

باشند ارزش  تر يههرچه دو حالت از محيط به هم شبشود.  یمتخمين زده 

  خواهد بود.  تر يکها نيز به هم نزد آن
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 نقاد-و عملگر Q. مقایسه روش پیشنهادی با دو روش یادگیری 4جدول 

NOx 

 (kg) 

HC 

(kg) 
CO 

(kg) 

میزان مصرف سوخت 

 (lit)در هر ساعت 
 کنترلر

 نقاد-عملگر 1107±43 146.7±6.4 12.9±0.59 2.52±0.11

 Qیادگیری  1087±32 143.0±4.5 12.5±0.40 2.47±0.08

 روش پیشنهادی 1000±24 127.9±3.2 11.0±0.29 2.22±0.06

11.9 14.9 12.8 9.6 
% بهبود روش پیشنهادی در مقایسه 

 نقاد-با عملگر

11.3 12.2 10.6 8.0 
% بهبود روش پیشنهادی در مقایسه 

 Qبا یادگیری 

 

رد يادگيری تقويتی منظور اعتبار سنجی، عملك همچنين در اين تحقيق به

نقاد حالت گسسته -و عملگر Qحالت پيوسته با دو روش يادگيری 

مراتب  مقايسه شد و نتايج نشان دادند که يادگيری تقويتی حالت پيوسته به

 دارای عملكرد بهتری است.
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