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 وظايفبا محوريت  های همواردار در زمينچرخ ربات ناوبری جهت را با ناظر يادگيری عميقِ ازچارچوبی اين مقاله  :چکیده

فرض بر اين است که ربات تنها به يک سيستم بينايی )دوربين کينكت( مجهز در اينجا، . نمايدمیارائه وار و اجتناب از موانع پيگيری دي

با هدف کاهش ابعاد های مناسب از آنها و استخراج ويژگی تصاويرابعاد بالای  ،در هنگام استفاده از تصاوير عمق اصلی چالش .است

 بازنمايیکه آيند بدست میهای مناسبی ويژگیبرداری شده و از يادگيری عميق بهرهدر اين مقاله برای اين منظور  باشد.می کنترلگر ورودی

در  هامعماری اينشود. برای کنترلگر ارائه میهای فرمان کنترلی و سابقه هاويژگیاين استفاده از . چهار معماری با هستند تصاوير عمق

از چهار دسته ورودی شامل:  معماری بهره برندهدهد های انجام شده نشان می. آزمايشوندشمیديگر مقايسه با يكات بساز وييط شبيهمح

 های پيشينِی فرمانسابقهقبل،  موقعيت خط سير در تصوير رنگی، و  یهای لحظه، ويژگیهای عمقدادهشده از بازنمايی های ويژگی

 به انجام برساند.های هموار و با مانع ر محيطتواند به خوبی کنترل ربات را دمیکنترلگر 

 .های عمقعميق ، داده، يادگيری ناظر يادگيری با ،ناوبری ربات کلمات کلیدی:

Feature Extraction from Depth Data using Deep Learning for 

Supervised Control of a Wheeled Robot  
 

Farinaz Alamiyan Harandi, Vali Derhami 
 

Abstract: This paper proposes a framework of Supervised Deep Learning (SDL) for wheeled 

robot navigation in soft terrains with a focus on wall following and obstacle avoidance tasks. Here, 

it is supposed the robot is only equipped with a vision system (Kinect camera). The main challenge 

while using depth images is high dimensionality of images and extracting proper features of them 

with a purpose of reducing input dimensionality of controller. To do this, the deep learning is 

utilized in this paper and the appropriate features which are the representation of depth images are 

acquired. Four architectures are created using this features and the history of steering commands. 

These architectures are compared in WEBOT simulator. The experiments show that the proposed 

architecture with four groups of features including: the represented features of depth data, previous 

represented features, the position of trajectory in color image, and the history of previous steering 

commands can control the robot in soft terrain with a variety of obstacles as well.   

 

Keywords: Robot navigation, Supervised learning, Deep learning, Depth data. 
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 مقدمه -1

های انجام چالشی در پژوهش یيک مسئلهی ناوبری ربات مسئله

ناوبری به معنای هدايت ربات در محيط  ی رباتيک است.شده در حوزه

 ای که ربات حرکت خود را از يک موقعيت اوليهنهاست به گوعمليات 

ظور نمآغاز کرده و مسيری را تا موقعيت هدف به صورت امن طی کند؛ 

بتواند موانع پيرامون خود  از ايمنی در مسير حرکت اين است که ربات

 . [4, 1]را تشخيص داده و از آنها حذر کند

و شرايط  در دسترس کنترلگر ربات باشد ،و ربات اگر مدل محيط

. ريزی مسير استفاده کردهای طرحتوان از روشمحيط متغير نباشد می

برای  ی بهينهمسيربا استفاده از اطلاعات مدل، ابتدا  ها،اين روشدر 

ربات  هدايت کندحرکت ربات طراحی شده و سپس کنترلگر تلاش می

د. شو ايجادمسير بهينه خط سير ربات منطبق با طوری انجام دهد که را 

در محيط  اغلب که اين چالش)در دسترس نباشد  ،اگر مدل محيط

از اطلاعات محيطی مختلفی که توسط  ربات ،(عمليات موجود است

و شرايط  کرده برداریبهره شوند،میآوری حسگرهای گوناگون جمع

، موانع احتمالی، موقعيت هدف از لحاظ موقعيتِ خود رامحيطی 

توان به اين ترتيب می؛ سنجدمیر سييا خط موقعيت فعلی ربات، 

به  برای حرکت ربات را و مسير امن کردمحاسبه موانع را  ازی فاصله

 . [4, 9]نموداتخاذ  صورت محلی

گاه  ،برای ربات مورد نظر است که در ناوبری رفتارهای گوناگونی

ی ربات وظيفهاگر در محيط عمليات با يكديگر تناقض دارند. برای مثال 

ترين کوتاهپيمودن در اين صورت  ،باشد 1پيگيری هدف ی،در ناوبر

اگر در اين  . حالای مطلوب استنتيجه ،مسير بين نقاط شروع و پايان

ها را دور زده و از مسير مسير موانعی موجود باشد، ربات ناچار است آن

در چنين شرايطی لازم است معيارهای ارزيابی مناسبی  بهينه دور شود.

ها به ای که اين تناقضبه گونه شودات در محيط تعريف برای رفتار رب

  خوبی مديريت شده و کمترين تأثير را در عملكرد ربات داشته باشند.

ها و تجهيزات برای درک محيط پيرامون خود به حسگرها ربات

نوع اين حسگرها بسته به محيط عملياتی  ؛شوندگوناگونی مجهز می

های داخلی ا در محيطعملياتی ر ،ربات ربات متفاوت خواهد بود. اينكه

در انتخاب  های باز بيرونی فعاليت کنديا در محيط انجام دهد و

 ، مادون قرمز، و4حسگر فراصوتگذار است. تجهيزات تأثير

ربات  یکه فاصله هايی از اين حسگرها هستندنمونه 9پويشگرهای ليزری

  .سنجندمحيط می دررا تا موانع مختلف 

ای داخلییی، هیدف اصیلی ربییات معمیولا  دنبیال کییردن     هی در محیيط 

توان به ديوارها و حرکت در کريدورهای ساختمان است. برای نمونه می

                                                                        
1 Goal Seeking 

4 Ultrasonic Sensor 

9 Laser Scanner 

اشیاره کیرد. ايین     4الگوريتم کنترلی طراحی شده توسط کیارِلی و فرايِیر  

و  2سییینجی الگیییوريتم مبتنیییی بیییر اطلاعیییات حسیییگرهای مسیییافت     

ز خروجیی حسیگرهای سیونار    ای بیوده و در آن ا های فاصلهگيریاندازه

بییرای حرکییت ربییات در طییول کريییدورها و دنبییال کییردن ديوارهییا       

ساختار ديگری اسیت کیه    1عصبی احتمالی. شبكه[2]شودبرداری میبهره

برای هدايت ربات با هدف دنبال کردن ديوار پيشنهاد شده و برای تیأمين  

ت حسیگرهای فراصیو  . [1]نمايید ورودی از حسگر فراصوت استفاده میی 

ی گيری و تعيیين فاصیله و زاويیه   در مسائل دنبال کردن ديوار برای اندازه

حرکییت يییک ربییات بییا اسییتفاده از کنترلگییر پلكییانی فییازی نيییز بكییار    

   .[1]اندرفته

يی همچیون  بهتیر از حسیگرها   یاسیتفاده   یبیرا لازم به ذکیر اسیت   

کامل اطراف ربات لازم است تعیداد   یدهو پوشش سونار و مادون قرمز،

لازم  نينوع حسگرها در اطراف ربیات نصیب شیود. همچنی     نياز ا یاديز

حسیگرها کیه    نيی ا یموجود باشد تا بتوان از تكنولوژری واياست حتما د

اسیتوار هسیتند    یارسیال  یبرخورد و بازگشیت انعكیاس پرتوهیا    یهيبر پا

و  نكیت يک نيهمچیون دوربی   يینیا يب یاستفاده نمود. استفاده از حسیگرها 

هموار و بیا میانع، عیلاوه بیر      یهاطيز اطلاعات عمق در محا  یبرداربهره

 هیا نیه يدر هز عيوسی  ديی د دانيی و بیا م  میت يارزان ق یاز حسگر یمندبهره

. دهدیکنترلگر قرار م اريرا در اخت یکرده و اطلاعات فراوان يیجوصرفه

 یوارهیا يکردن دبا هدف دنبال یناوبر یهادر مسئله تواندیحسگر م نيا

   .استفاده شوند زين یخط رنگ کيمثال  یبرا یمجاز

اند. های کنترلی از بينايی در ناوبری استفاده کردهبرخی از الگوريتم

را بر  8ی اضمحلالو همكاران، يک نقطه به نام نقطه 7برای نمونه زو

کريدورها از تصوير دوربين استخراج ی دهندهاساس خطوط نمايش 

ربات در هدايت استفاده کرده و از آن برای شناسايی جهت سر 

اند. در اين روش، محاسبات رياضی مورد نياز برای بدست آمدن نموده

. يكی ديگر از کاربردهای [7]نقاط اضمحلال، بسيار پيچيده است

دوربين برای کنترل موقعيت ربات نسبت به موقعيت هدف، پژوهشی 

استفاده   CCDاست که در آن از بازخوردهای يک دوربين رنگی 

دهد های بصری محيط پيرامون به ربات اين امكان را میشود. ويژگیمی

که موقعيت و جهت حرکت خود را در محيط تشخيص داده و مسير 

 .[8]مناسبی را در پيش گيرد

بُعدی و تنها بر اساس سير ربات به صورت سهتخمين بلادرنگ خط

 3تريویسيستم بينايی، کار ديگری است که با استفاده از يک دوربين اس

                                                                        
4 Carelli and Freire 

2 Odometric Sensor 

1 Probabilistic Neural Network (PNN) 

7 Zhou 

8 Vanishing Point 

3 Stereo Camera 
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Trinocular های ناشناخته و بيرون از ساختمان انجام شده در محيط

های مناسبی که با حرکت ربات در محيط است. در اين سيستم، ويژگی

شوند و تشخيص موقعيت مرتبط هستند، از تصاوير دوربين استخراج می

ربات و مسير حرکت آن با پيگيری تغييرات شكل گرفته در موقعيت اين 

 . [3]گيردها انجام میويژگی

سير و طراحی قواعد کنترل از حسگرهای بينايی برای تشخيص خط

فرمانِ ربات با استفاده از معادلات سينماتيكی حرکت نيز استفاده شده 

برای پويش  1سنج ليزریدر اين تحقيقات از فاصله. [11, 11]است

بررسی  روی ربات استفاده شده وهای زمينِ پيشِ موقعيت ناهمواری

عبورپذيری محيط در فواصل دورتر با استفاده از دوربين استريو انجام 

ريزی شده و سپس قواعد کنترل برای گردد. مسير مناسب طرحمی

شوند. اين قواعد شامل کنترل سرعت هدايت محلی ربات تنظيم می

ی سيستم بينايی برای کنترل طولی و عرضی ربات و نيز تنظيم زاويه

ها، کنترلگر از اطلاعات مربوط به ربات است. در اين سيستمميدانِ ديد 

 مقاومتِ بيضردهد از جمله ريز در اختيار آن قرار میزمين که طرح

کند و فضای استفاده می 9یاصطكاک جانب بيو ضر 4ینورد طول

 شود. با تحليل ديناميكی ربات ارائه میسير خط

بالا بودن دوربين، ای هچالش اصلی در کنترل ربات به کمک داده

ی ديداری تعداد تصاوير عمق به عنوان حافظهتعيين ابعاد تصاوير، 

های عمق به ها از دادهکنترلگر ربات، و چگونگی استخراج ويژگی

که محيط پيرامون ربات به است به طوریعنوان ورودی کنترلگر ربات 

شناسايی شده و فرمان  هادار اين ورودیکمک ترکيب خطی و وزن

ها، در بسياری از پژوهش کنترلی مناسب برای هدايت ربات توليد شود.

مدل محيط از پيش مشخص بوده و يا برای شناسايی محيط علاوه بر 

شود. تصاوير رنگی و يا ديگری نيز استفاده می حسگرهایدوربين از 

پردازش شده و های عمق پيش از ورود به کنترلگر ربات پيشداده

مفهوم يادگيری گردد. ظر طراح از آنها استخراج میهای مورد نويژگی

کمک  به هوشمندی کنترلگربرداری از اطلاعات محلی بهره برای

برطرف سازد. برای  راهای پيشين تواند مشكلات روشمی و کندمی

ای های هندسی و محاسبات فاصلهکه از الگوريتم هايیروشمثال 

خط موانع و بران تشخيص کامل امك مانندهايی فرض و کننداستفاده می

های واقعی غير قابل در محيطکه  هايی؛ فرضدننمايرا در مسئله وارد می

  هستند. و ايجاد آنها دشوار قبول

های بينايی است که برای بدست ، يكی از سيستم4کينكت دوربين

ی محيط کنندههای توصيفبه عنوان دادهبُعدی ای سهآوردن ابر نقطه

های بيشتر در الگوريتم بُعدیهای سه. اين مدل[14]ودربكار می

                                                                        
1 Laser Range Finder 

4 Coefficient of Longitudinal Rolling Resistance 

9 Coefficient of Lateral Friction 

4 Kinect Camera 

SLAM5 ی محيط ها، ايجاد نقشهشوند. هدف اين الگوريتمايجاد می

ها برای همزمان از اين نقشه یاز طريق تعامل ربات با محيط و استفاده

توانند در می بُعدیای سههدايت ربات در محيط است. اين ابرهای نقطه

های کينكت تصوير شده و به اين ترتيب از داده بُعدیی دويک صفحه

هايی که نيز استفاده نمايند. پژوهش بُعدیدو SLAMهای در الگوريتم

دهند که دوربين کينكت به عنوان اند، نشان میدر اين زمينه انجام شده

، يک SLAMها و در کاربردهای يک حسگر برای ناوبری ربات

است. از مزايای اين حسگر، قيمت پايين و  ی مناسب و پايدارگزينه

 های عمق است.سازی همزمان تصاوير رنگی و نقشهفراهم

هايی که در آن از دوربين کينكت استفاده ای ديگر از پژوهشنمونه

های متحرک نظارتی پيشنهاد شده است، يک سيستم حسی را برای ربات

و امكان ناوبری  اين سيستم از دو بخش اصلی تشكيل شده .[19]کندمی

کند. بخش اول يک سيستم ناوبری خودمختار ربات را فراهم می

های دوربين کينكت استفاده کرده و امكان واکنشی است که از داده

کند. در حرکت ربات در محيط و پرهيز از برخورد با موانع را فراهم می

بلوک عمودی شكسته شده و سه  2اين بخش، هر تصوير دريافتی به 

های سمت چپ، ميانی، و سمت راست است از ک که شامل بلوکبلو

شوند؛ سپس بيشترين و کمترين فاصله لحاظ مقادير پيكسلی تحليل می

موقعيت مختلف  8گردد. در اين سيستم بين حسگر و موانع محاسبه می

بررسی شده و متناظر با هر يک فرمان کنترلی مناسبی برای ربات اتخاذ 

آوری های جمعبند توسط داده، يک سيستم طبقهشود. در بخش دوممی

ها شده از دوربين کينكت، آموزش ديده و امكان تشخيص اين موقعيت

  کند.را از طريق تصاوير ايجاد می

های يادگيری است. اين يادگيری با ناظر، يكی از اولين الگوريتم

. اين [14]گشا باشدتواند در تنظيم پارامترهای يک کنترلگر راهروش می

برداری های آموزش استفاده کرده و پارامترها را با بهرهيادگيری از داده

های مبتنی بر گراديانت با کاهش جمع مربعات خطا در از روش

های در اين نوع يادگيری، چالش. [12]کندها تنظيم میخروجی

های آموزشی در آوری دادهتوجهی وجود دارد؛ برای مثال جمعقابل

ها، رو است. ناسازگاری در دادهبههايی روبا دشواری بعضی مسائل

برانگيز های نويزی و خطاهای زياد در آنها بسيار چالشوجود داده

 .[9]دهندهستند و گاه کيفيت کنترلگر را به شدت تحت تأثير قرار می

يادگيری  یهای ارزشمندی در زمينههای اخير، پژوهشدر سال

های توان به روشها میی اين پژوهشلهعميق انجام شده است. از جم

، و NFQ6[11] ،DQN7[17]های يادگيری شده در الگوريتممطرح

DDPG8[18] .ها از ساختار در تمام اين الگوريتم اشاره کرد

ی تابع برای بازنمايی زنندهعصبی عميق به عنوان يک تقريبشبكه

                                                                        
2 Simultaneous Localization and Mapping 

1 Neural Fitted Q-iteration 

7 Deep Q-Network 

8 Deep Deterministic Policy Gradient 
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همچون  یلمسائهای مختلف استفاده شده است اما ها به شكلداده

وجود  كجايبه صورت با ابعاد بالا پارامترها بردارهای  ميبر بودن تنظزمان

های آموزش های برای کاهش تعداد نمونهدارد و تلاش شده است روش

  در عين حفظ کيفيت آموزش ارائه گردد.

در يک راهكار ردگيری  عميق از کاربرد يادگيریديگر ی نمونه

در اين راهكار ورودی خام حسگر در . [13]اشياء معرفی شده است

ه کشود بدون آنفضای ورودی مستقيما  به ردگيری اشياء نگاشت می

ا و شناسايی سيستم با استفاده ههيچ عملياتی در راستای مهندسی ويژگی

ای حسگر يا بستر کار مورد نياز باشد. سيستم پيشنهادی با هاز مدل

دی به صورت بلادرنگ ای خام حسگر به عنوان وروهدريافت داده

ند. برای اين کتخمينی از حالت کل محيط را در خروجی توليد می

ی يادگيری عميق تعريف شده و منظور موضوع به صورت يک مسئله

برای يادگيری  1های عصبی بازگشتیهای توالی در قالب شبكهمدل

های اشياء ای حسگرهای ورودی و ردگيریهگيرینگاشت مابين اندازه

وند. . شبكه عصبی کانولوشن تحت آموزش در اين مسئله شراج میاستخ

پارامترها دارد. يادگيری پارامترهای اين شبكه به هر دو روش با  11111

ناظر و بدون ناظر انجام شده است. برای يادگيری بدون ناظر، يک روش 

 پيشنهاد شده است. 4يادگيری به شكل حذف ورودی

های کنترلگر تواند قابليتمی های يادگيریترکيب انواع روش

ربات را بهبود بخشد و عملكرد آن را افزايش دهد. يكی از اين 

ها بين يادگيری با تواند در قالب بازنمايی دادههای سودمند میترکيب

های ناظر و يادگيری عميق صورت گيرد که در موفقيت الگوريتم

ف با کم و زياد های مختليادگيری تأثيرگذار است؛ در واقع بازنمايی

ها را از کردن فاکتورهای توصيفیِ گوناگون، تنوع مستتر در داده

گنجانند. به همين ها حذف کرده يا در آنها میهای اين الگوريتمورودی

ها، امكان استخراج اطلاعات دليل يادگيریِ روشی برای بازنمايی داده

 مفيد را تسهيل کرده و به عنوان يک عمليات خاص در ساخت

 . [41]شوندکننده مطرح میبينیبندها و ساختارهای پيشطبقه

با  و يادگيری يادگيری عميق اين مقاله چارچوبی را برای ترکيب

دار در های چرخربات در طراحی کنترلگرها با هدف ناوبری ناظر

پيگيری ديوار و اجتناب از  هایبا محوريت چالش های هموارزمين

فرض بر اين است که ربات تنها به يک . دهدمیر مورد مطالعه قرا ،موانع

استفاده از يادگيری عميق سيستم بينايی )دوربين کينكت( مجهز است. 

محيط و ترکيب آن با  یکنندههای توصيفبرای بازنمايی ويژگی

ترهای يک کنترلگر با معماری يادگيری با ناظر به منظور آموزش پارام

 یخط بياستفاده از ترک اله است.اين مقدستاوردهای عصبی از شبكه

 کيخاص  یهایژگيوشده به همراه انتخاب ی بازنمايیهایژگيو

( به وارياجتناب از مانع و دنبال کردن د ،یپژوهش ناوبر ني)در ا فهيوظ

                                                                        
1 Recurrent Neural Network 

4 Input Dropout 

 یو کاهش تعداد پارامترها ،که عملكرد کنترلگر بهبود داده شود یطور

به اين ترتيب . باشدیش مپژوه نياهداف ا گريکنترلگر از د ريپذميتنظ

 بر بودن تنظيم تمام پارامترها در کنترلگرهايی ازمسائلی همچون زمان

های عصبی به صورت يكجا، مشكل آموزش نامناسب نوع شبكه

و يا مشكلات موجود در عمل عصبی های ابتدايی شبكههای لايهوزن

 سازی فضاهای ورودی و از دست رفتن اطلاعات مفيد که درگسسته

 شود.کارهای گذشته وجود دارد برطرف می

کارهیای گذشیته    4ساختار مقاله به شرح زير است: ابتیدا در بخیش   

هیا شیرح داده   چیارچوب پيشینهادی و ايیده    9شیوند، در بخیش   مرور می

در  رد وگيی میی ی نتیايج را در بیر   ها و مقايسیه يشآزما 4شوند. بخش می

 .شوندذکر می 2گيری و کارهای آتی در بخش نتيجه ،نهايت

 عمیقیادگیری  -2

های يادگيری ماشين يادگيری عميق عبارت است از ساخت مدل

روند. ها به کار میمراتبی از دادهکه برای يادگيری نمايشی سلسله

های ای از شبكههای عصبی عميق، اصطلاحی کلی برای مجموعهشبكه

های دهند چگونه شبكهعصبی با معماری چند لايه است که نشان می

توانند در ايجاد ساختارهای بازنمايی ها میعصبی با تعداد زيادی از لايه

های يادگيریِ مورد نياز در يادگيری عميق موفق عمل کنند.  الگوريتم

های اين توانند در تنظيم وزنويژگی به صورت با ناظر و بدون ناظر می

 ها به کار گرفته شوند.شبكه

های عصبی عميق موجودند از شبكهدر واقع انواع گوناگونی از 

، 4های عصبی کانوولوشن، شبكه9کدگذار خودکارهای جمله: شبكه

. 1های عصبی بازگشتی، و شبكه 2کنندههای عصبی عودشبكه

های عصبی ها برای مثال ترکيب شبكههای مختلفی از اين شبكهترکيب

جه به نوع توانند با توهای عصبی عودکننده نيز میکانوولوشن و شبكه

اين . [41]ی تحت بررسی بكار گرفته شوندفضای ورودی در مسئله

گيرند که هدف آنها ها با ترکيب چندين تبديل غيرخطی شكل میشبكه

های های سودمند از دادهدستيابی به انتزاع بيشتر و در نهايت بازنمايی

عصبی بيشتر شود، ها در شبكههر چه تعداد لايه .[41]موجود است

های يكی از روش شود. به همين دليلتر میسازی پيچيدهی بهينهئلهمس

آموزشی بدون ناظر های پيشها با استفاده از الگوريتمآموزش اين شبكه

در اين روش ابتدا هر لايه  .[42-44]گيردانجام می 7ای حريصانهو لايه

شود و در نهايت روی کل شبكه تنظيم به صورت مجزا آموزش داده می

 .[49]گيردای انجام میقيق و يكپارچهد

                                                                        
9 Auto-Encoder 

4 Convolutional Neural Networks 

2 Recurrent Neural Networks 

1 Recursive Neural Networks 

7 Greedy Layer-wise Unsupervised Pre-training Algorithms 
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به صورت يک  ترين حالت، يک کدگذار خودکاردر ساده

ی ورودی، يک شود که در آن يک لايهلايه ظاهر می 9عصبی شبكه

ی ورودی ی خروجی وجود دارد. اگر در لايهی پنهان، و يک لايهلايه

ی پنهان نرون و در لايه 𝑝و خروجی 

𝑞 تابع و باشد موجود نرون 𝑓: ℝ ⟶ ℝ  يک تابع انتقال مانند

Sigmoid  باشد و𝑥 ∈

ℝ𝑝 از آمده بدست ويژگی مقدار آنگاه باشد، ورودی لايهی از برداری  𝑖

𝑞1  𝑖 ,…, برای تمام مقاديری پنهان اُمين نرون در لايه =

ℎ𝑖(𝑥) صورت به  ≔ 𝑓(𝑤𝑖
𝑇𝑥 + 𝑏𝑖) گردد؛ محاسبه می

𝑤𝑖کهطوریبه ∈ ℝ𝑝  و 𝑏𝑖 ∈

ℝ با متناظر باياس مقدار و وزن بردار ترتيب به  𝑖[41]اُمين نرون هستند.  

ℎبییه صییورت ی پنهییانهییا در لايییهی ويژگیییپییس از محاسییبه ∶=

[ℎ1(𝑥), ℎ2(𝑥), … , ℎ𝑞(𝑥)]
𝑇

∈ ℝ𝑞    بازنمايی ايجیاد شیده ،

و  شیود ر گرفتیه میی  ی خروجیی بكیا  در اين لايه، به عنیوان ورودی لايیه  

 بییرای تمییام مقییادير  عصییبیی آخییر شییبكهخروجییی حاصییل از لايییه 

,…, 𝑝1  𝑗 = 𝑦𝑖(ℎ) صورت به  ≔ 𝑓 ′(𝑤𝑗
′ 𝑇

ℎ + 𝑏𝑗
′
ايجیییییاد  (

𝑤𝑗در ايییییییییین محاسیییییییییبه   شیییییییییود.میییییییییی
′ ∈ ℝ𝑞  و𝑏𝑗

′
∈

ℝ با متناظر باياس و وزن پارامترهای ترتيب به  𝑗ی هاُمییين نییرون در لايیی

𝑊در ايین فرآينید    خروجی هسیتند.  ∶= [𝑤1, 𝑤2, … , 𝑤𝑞]
𝑇

∈

ℝ𝑝×𝑞   و𝑊′ ∶= [𝑤1
′ , 𝑤2

′ , … , 𝑤𝑝
′ ]

𝑇
∈ ℝ𝑞×𝑝 هیای  ماتريس

𝑓و 𝑓 در کل شبكه هستند و توابع انتقیال   هاوزن الزامیا  يكسیان نيسیتند.     ′

′𝑊مسیاوی باشید يعنیی     𝑊 با ماتريس وزن ′𝑊 اگر ماتريس وزن =

𝑊𝑇  ،بیولتزمن  با رفتار يک ماشين  کدگذار خودکار عملكرد يکباشد

  .[41]گرددقابل مقايسه می 1شدهمحدود

𝑦ی  و بازنمايی انجام شیده  𝑥خطای موجود مابين بردار ورودی  ∶

= [𝑦1(ℎ), … , 𝑦𝑝(ℎ)]
𝑇

∈ ℝ𝑝 توانیید بییه عنییوان معيییاری  مییی

 ده ودر نظر گرفته شی  ℎی پنهان کيفيت بازنمايی انجام شده در لايهبرای 

 .[47]خطا باشد 4يک تابع هزينه برای الگوريتم انتشار رو به عقب

ترين تابع هزينه، ميانگين مربعات های تصويری مرسومبرای ورودی

به صورت  ی نهايیبه اين ترتيب تابع هزينه است. (MSE9) خطا

𝐿(𝑥, 𝑦, 𝑊, 𝑊′) =
1

2
‖𝑥 − 𝑦‖2

2 +
𝜆1

2
‖𝑊‖𝐹

2 +
𝜆2

2
‖𝑊′‖𝐹

. ‖که طوری بهخواهد بود،   2 ‖𝐹 4سيفوربنو نُرم 

شود. . در اينجا تابع هزينه از دو بخش تشكيل می[48]هاستماتريس

                                                                        
1 Restricted Boltzmann Machine 

4 Backpropagation Algorithm 

9 Mean Squared Error 

4 Frobenius Norm 

دهد و جزء ديگر را نشان می 2مانده/بازنمايیيک جزء خطای باقی

پارامترهای  است.يا همان جزء تضعيف وزن  1نظيمی تمربوط به مرحله

های ها را در لايهی وزنمقاديری مثبت بوده و اندازه 𝜆𝑖تضعيف وزن 

کنترل  کدگذار خودکار 7برازشمختلف برای جلوگيری از بيش

 کنند.می

های در روشکدگذارهای خودکار برای گسترش اصل موجود در 

ی داده شده و بازنمايی حاصل از لايهيادگيری عميق، ساختار فوق بسط 

کدگذار به عنوان ورودی دومين کدگذار خودکار  پنهان در اولين

تواند برای افزايش شود و اين روند میبه خدمت گرفته می خودکار

ی حاصل عصبی عميق ادامه داده شود. در آموزش شبكههای شبكهلايه

برداری کرد؛ به اين ترتيب هتوان از روشی که در بالا بيان شد، بهرنيز می

ی پنهان به روش بيان شده آموزش ديده و پس از ايجاد که اولين لايه

ی شوند و لايهی پنهان تثبيت میهای لايههای ورودیوزن ،همگرايی

به روش مشابهی آموزش  کدگذار خودکارپنهان بعدی به عنوان يک 

يابد. در نهايت مه میبيند و اين روند تا تكميل معماری کل شبكه ادامی

يم روی کل ساختار شبكه به صورت يكپارچه انجام ی تنظمرحله

 .[41]گيردمی

 روش پیشنهادی -3

شده در پيشنهادی لازم است چارچوب ارائه برای ايجاد کنترلگر

از روش يادگيری عميق  کنترلگر؛ برای تنظيم اين پيگيری شود 1 شكل

ی نخست، ساختاری برای ه. در مرحلشود( پيروی میSDL8با ناظر )

به عنوان ورودی اصلی کنترلگر  پيرامون ربات حالت محيطِبازنمايی 

با  روعصبی پيشبه کمک يک شبكه بازنمايیگردد. اين پيشنهاد می

شده و  انجام 3ی تابعزنندهبه عنوان يک تقريب ساختاری متقارن

تنظيم وزش های آمو دادهبا استفاده از يادگيری عميق  شبكههای وزن

 شوند.می

 یهابه دو بخش تقسيم شده و تعداد نرون عصبیمعماری شبكه

پس از طی کردن روندی کاهشی در  اول،ی نيمه در های پنهانلايه

يابد. عمل می تقليلبه حداقل تعداد مورد نظر طراح  11ی ميانیلايه

 ها در نيمه دوم شبكه به صورت معكوس، روندی افزايشیانتساب نرون

ها در آخرين لايه نرون یتا رسيدن به تعداد اوليه اين افزايش يافته و

شود. انتظار اين است که ورودی اين شبكه با گذر از می ادامه داده

ی خروجی دوباره به حالت اوليه ای تغيير يابد که در لايهها به گونهلايه

 ،شدهآوریعهای جمداده در يادگيری با ناظر بااين شبكه بازنمايی شود. 

                                                                        
2 Residual/Reconstruction Error 

1 Regularization 

7 Overfitting 

8 Supervised Deep Learning 

3 Function Approximator 

11 Middle Layer 
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به عقب  انتشار رو یهای آن از قاعدهو در تنظيم وزن ديدهآموزش 

شود. هر چه ميزان خطا در آموزش اين شبكه کمتر برداری میبهره 1خطا

های ورودی بهتر صورت باشد، يادگيری بهتر انجام شده و بازنمايی داده

  پذيرفته است. 

های پنهان لايه ،ی ورودیهاويژگیی بازنمايی پس از پايان مرحله

ی ميانی با حفظ مقادير و لايه عصبیی ابتدايی شبكهموجود در نيمه

ها، به عنوان بخشی از معماری کنترلگر محلی ربات شده در وزنتنظيم

شوند. در ادامه، چهار معماری برای طراحی مجددا  بكار گرفته می

زنمايی در آنها نقشی اين باد که نشوساختار کنترلگر ربات پيشنهاد می

ها در توصيف محيط تواند در کنار ساير ويژگیکليدی داشته و می

 پيرامون ربات مفيد واقع شود.

 
 : چارچوب کلی روش پيشنهادی1شكل 

های موجود در های پيشنهادی، خروجی هر يک از نروندر معماری

ودی به به عنوان ور ،های بازنمايی ويژگیميانی از شبكه پنهان یلايه

يک نرون با تابع انتقال خطی اتصال يافته و معماری شبكه با ايجاد 

 گردد. مقدار وزنِمقداری حقيقی و پيوسته در خروجی کامل می

های اند، با استفاده از دادهپيوندهايی که در اين مرحله ايجاد شده

آموزش خطی  4ی حداقل مربعات خطاعبورهآموزشی و به روش تک 

روش با  یريکنترلگر تک تصود. در معماری اول که آن را شونداده می

ی عمق فعلی به ناميم، از نقشهمی )SDL-SI3( با ناظر قِيعم یريادگي

کنترلگر اين شمِايی از  شود.عنوان تنها ورودی کنترلگر استفاده می

  شده است. آورده 4شكل در

                                                                        
1 Error Backpropagation Rule 

4 Least Square Errors 

9 Single Image - Supervised Deep Learning 

 
 SI-SDL: کنترلگر 4شكل 

 یريادگروش يبا  یريتصو دو کنترلگردر معماری دوم که آن را 

ی عمق فعلی و قبلی به ناميم، از نقشهمی )SDL-ID4( با ناظر قِيعم

صورت همزمان استفاده شده و فرمان خروجی بر اساس اين دو ورودی 

گردد. هر يک از تصاوير به صورت جداگانه از ساختار تعيين می

يک با تعبيه ر ها عبور داده شده و سپس ساختار کنترلگبازنمايی ويژگی

گردد. در اين معماری ی خروجی شبكه تكميل مینرون خطی در لايه

تصوير قبلی به عنوان يک حافظه از وضعيت پيشين محيط در هدايت 

داده شده  نشان 9شكل در ثيرگذار است. شمِايی از اين کنترلگر أربات ت

 است.

 
 DI-SDLکنترلگر :  9شكل 

 یژگيدو و صويرهای ورودی،در معماری سوم، برای هر يک از ت

مورد نظر ربات است به ساختار معماری  ريخط س تيموقعکه معرف 

 هایهای آخرين لايه از شبكه مشابه معماریوزن ودوم اضافه شده 

کنترلگر اين معماری،  شوند.تنظيم می با ناظر یريادگيروش پيشين به 

 با ناظر عميقِبا روش يادگيری  های مستقيمويژگیدو تصويری به همراه 

)SDL-DFDI5(  4شكل کنترلگر در شود. شمِايی از اين ناميده می 

 است. مشهود

                                                                        
4 Double Image - Supervised Deep Learning 

2 Double Image with Directed Features - Supervised Deep 

Learning 

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
88

34
5.

13
96

.1
1.

4.
6.

9 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c-
is

ic
e.

ir
 o

n 
20

26
-0

1-
31

 ]
 

                             6 / 12

https://dor.isc.ac/dor/20.1001.1.20088345.1396.11.4.6.9
http://joc-isice.ir/article-1-467-en.html


13 
 دار باناظر ربات چرخ روش يادگيری عميق برای کنترل های عمق با استفاده ازاز داده استخراج ويژگی

  ولی درهمی، يان هرندیفريناز اعلمی
 

Journal of Control,  Vol. 11,  No. 4, Winter 2018  1931، زمستان 4، شماره 11مجله کنترل، جلد 

 

 
 DIDF-SDLکنترلگر :  4شكل 

پيشين  های کنترلیِدر معماری چهارم، دو ويژگی بر اساس فرمان

های کنترلگر  عمال ربات به ورودیای از اَتعريف شده و به عنوان حافظه

شوند. به اين منظور از يک صف با یاضافه م در ساختار معماری سوم

و  شودبرداری میبهره مورد نظر های اخيرِطولی برابر با تعداد فرمان

کنترلگر در آن ذخيره و به مرور بروز رسانی  اخيرِ هایمقادير فرمان

 شوند.می

 
 DIDFSH –SDLکنترلگر  : 2شكل 

به عنوان اخير  هایجمع فرمانمقدار آخرين فرمان و حاصلِ 

ی آخر شبكه افزوده های لايههای رفتاری ربات به ورودیويژگی

پيشين به  هایهای آخرين لايه از شبكه مشابه معماریشوند. وزنمی

کنترلگر دو شوند. اين معماری، تنظيم می با ناظر یريادگيروش 

ی فرمان با روش يادگيری های مستقيم و سابقهتصويری به همراه ويژگی

شِمايی از اين شود. ناميده می  )SDL- DFSHDI1( با ناظر عميقِ

 قابل مشاهده است.  2شكل کنترلگر در 

 توان به صورت زير خلاصه نمود:مراحل چارچوب ارائه شده را می

                                                                        
1 Double Image with Directed Features and Steering History 

- Supervised Deep Learning 

ها آوری دادههدايت دستی ربات در محيط آموزش با هدف جمع (1

داده به صورت تصويرهای ورودی کنترلگر و در دو مجموعه

 های خروجی آن.نفرما

های بلوکی و سازی تصاوير شامل تبديل تصاوير به نقشهآماده (4

انتساب متغيرهای آماری ميانگين و واريانس که در ادامه به آن 

 پرداخته خواهد شد.

عصبی عميق برای بازنمايی حالت محيطِ استفاده از ساختار شبكه (9

وزش های آمپيرامون ربات و آموزش اين ساختار به کمک داده

 .1شده در گام آوریجمع

 عصبیی ابتدايی شبكههای پنهان موجود در نيمهاستفاده از لايه (4

، 9ها در گام وزن یشدهی ميانی با حفظ مقادير تنظيمعميق و لايه

 به عنوان ارائه دهنده قسمتی از ويژگی های حالت محيط. 

ربات  یهای خاص و متناسب با وظيفهافزودن چند ويژگی (2

های قبلی بدست کردن ديوار و اجتناب از موانع(به ويژگیبال)دن

 .4آمده در بند 

های توليد ويژگی یجديد بعد از لايه یاضافه کردن يک لايه (1

،  با تابع انتقال خطی که خروجی آن فرمان کنترلی 2شده در بند 

 ربات است.

به  1عصبی ايجاد شده در گام آخر شبكه یهای لايهآموزش وزن (7

و استفاده از روش  1آوری شده در گام های جمعداده کمک

 يادگيری با ناظر.

برای با توجه به معماری چهارم بلوک دياگرام کنترلی را  1شكل 

 دهد:روش پيشنهادی نشان می

 
: بلوک دياگرام کنترلی روش پيشنهادی با توجه به معماری  1شكل 

 چهارم روش پيشنهادی

 

 هاآزمایشسازی و نتایج شبیه 
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پيگيری ديوار و  یلهشده در مسئهای استفادهبی معماریارزيابرای  

ساز ويبات به صورت افزار متلب و شبيهاز بستر نرم ،اجتناب از موانع

های آموزش و تست در محيط برداری شده است. محيطهمزمان بهره

به نام  اند و يک ربات چهارچرخساز ويبات ايجاد شدهشبيه

Pioneer3_AT  )که تنها به يک سيستم بينايی )دوربين کينكت

منظوره همه اين رباتِ. است مجهز شده است، تحت آزمايش قرار گرفته

تحقيقات و  1سازینمونه دردارای قابليت ناوبری در فضاهای باز است و 

کاربرد  ، و شناسايیشامل ناوبری، نگاشت، نظارترفتارهايی پژوهشی 

متر ميلی 477عرض، و متر ميلی 437 طول، مترميلی 218 اين ربات دارد.

ی سرعت اين ربات در بيشينه است. کيلوگرم 14آن  وزنو ارتفاع دارد 

متر بر ثانيه و سرعت چرخشی  7/1عقب برابر با جلو و روبهحرکت روبه

اطلاعات بيشتر در مورد مشخصات و درجه بر ثانيه است.  141آن 

 Adept Mobileسايت رسمی تجهيزات اين ربات در وب
2

Robots .افزار متلب و به کنترلگر ربات با استفاده از نرم موجود است

 روش پيشنهادی آموزش داده شده و هدايت ربات را بر عهده دارد.

 ابلق 7شكل ها در مورد استفاده در آزمايش آزمونمحيط آموزش و 

قابل مشاهده است،  طور که در اين شكلهمان هستند. مشاهده

در آنها نيز های تحت آزمايش بسيار پيچيده است و موانع مقعر محيط

 موجود است.

 
 ساز ويباتمورد استفاده در شبيه آزمونمحيط آموزش و  : 7شكل 

 یتصاوير عمق بدست آمده از دوربين کينكت به عنوان داده

شوند. اين دوربين دارای قدرت تفكيک لگر استفاده میورودی کنتر

 دوربين کينكتميدان ديد  است.پيكسل برای تصاوير عمق  441در  941

باشد و به درجه می 1/41 و 2/28 در راستای افقی و عمودی به ترتيب

به طور تواند برای پوشش هر درجه از ميدان ديد خود اين ترتيب می

سازی برای آماده پيكسل را لحاظ کند. 2در  2متوسط مربعی با ابعاد 

ی دوربين به يک نقشه های کنترلگر پيشنهادی، هر تصوير عمقِورودی

پيكسل را در هر يک از راستاهای  41گردد. هر بلوک بلوکی تبديل می

عمق تمام  و ميانگين و واريانسِ ؛گيردافقی و عمودی تصوير در برمی

ی عنوان مقادير معرف بلوک در نقشه بهبلوک آن های متعلق به پيكسل

                                                                        
1 Prototyping 

4 http://www.mobilerobots.com/ResearchRobots/P3AT.aspx 

اين مقادير با آرايشی خطی و با حفظ ترتيب  .شوندبلوکی درج می

به عنوان مقدار عددی(  31)يعنی برداری حاوی ی بلوکی سطری نقشه

 روند.ورودی کنترلگر بكار می

ی برای شبكه یهای ورودتعداد داده SI-SDLدر کنترلگر 

 DI-SDLکنترلگر  ه که درار حقيقی بودمقد 31ها بازنمايی ويژگی

، موقعيت DIDF-SDLدر کنترلگر  يابد.افزايش می 134اين مقدار به 

 با هر ی بلوکینقشه انطباقسير ربات در سطرهای ميانی و پايانی خط

 (سير خط رنگ بودن با در نظر گرفتن مشكی) تصوير رنگی دوربين 

 اختار شبكه عصبیِخرين لايه از سآ هایمشخص شده و به ورودی

ها در يک ی اين موقعيتای از محاسبهشود. نمونهکنترلگر افزوده می

در کنترلگر  نمايش داده شده است.  8شكل  رنگی درتصوير 

DIDFSH –SDL فرمان در نظر گرفته شده و آخرين  2، طول صف

فرمان اخير به عنوان  2جمع  اصلِکنترلی صادر شده به همراه ح

های کنترلی به ساختار کنترلگر اضافه ی فرمانرف سابقههای معورودی

 شوند.می

 
های خط سير ربات در ی موقعيتای از محاسبه: نمونه 8شكل 

 تصوير رنگی دوربين کينكت

شده دو رفتار برای ربات تحت بررسی قرار های طراحیدر آزمايش

هدف ر اينجا داجتناب از موانع. رفتار  گرفته است: رفتار پيگيری ديوار و

پيگيری ديوار، هدايت يیک ربیات بیرای حرکیت بیه سیمت يیک         رفتارِ

ای کیه  سیير اسیت بیه گونیه    ديوار و دنبال کردن آن به عنوان  يیک خیط  

ديوار همواره در سیمت راسیت ربیات قیرار داشیته باشید و ربیات بیدون         

 در حين حرکت .ی مناسبی از آن حرکت کندبرخورد با ديوار در فاصله

 از آن  بیيش از حید   يیا نزديک شیده و  به ديوار بيش از اندازه  دباين ربات

ای هیدايت شیود   دور شود. در رفتار اجتناب از مانع، ربات بايید بیه گونیه   

ای امین از  که ربات با موانع موجود در محيط برخورد نكرده و بیا حاشیيه  

 رود ربات با حفظِرفتار انتظار می کنار آنها عبور کند. در ترکيب اين دو

ی مناسب بیا ديیوار از موانیع موجیود حیذر کیرده و در عیين حیال         فاصله

ی فاصیله بیا در نظیر گیرفتن    سير خود را گم نكند. ربات بايید بتوانید   خط

مسير مابين ديوار و میانع   ،در صورت امكان ،موانع با ديوار تحت پيگيری

در صورتی که اين فاصله کافی نباشد بیا فاصیله گیرفتن    را ترجيح دهد و 

مجیدد بیه    ،سیير خیود  و بدون گیم کیردن خیط    زدهديوار مانع را دور از 

 را پيگيری نمايد.حرکت کرده و آن ديوار سمت 
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، ابتیدا ربیات   نترلگر ربات به روش يادگيری با نیاظر کبرای آموزش 

هییای حرکییت داده شییده  و داده بییه صییورت دسییتی در محییيط آمییوزش

 یدر مرحلیه  شیده  یآورجمیع  یهیا دادهشیوند.  آوری میی آموزش جمع

 رياسیت و نیرخ تصیو    ريتصیو  1211از  شيبی  شیامل  ربیات  یدست تيهدا

بیرای چیارچوب پيشینهادی     است. هيدر هر ثان ريتصو 2/4برابر با  یبردار

 یدو مجموعه داده مورد نياز است. اولیين مجموعیه شیامل تصیاوير عمقی     

برای  ها. اين نقشهشوندآوری میی بلوکی جمعاست که به صورت نقشه

. هیر  هسیتند ها مورد نيیاز  بازنمايی ويژگیدر  عصبیِ عميقموزشِ شبكهآ

خروجی را تشیكيل   –ورودی  ی بلوکی در اين مجموعه يک زوجِنقشه

تیر بیه عنیوان ورودی و خروجیی متنیاظر در      دهد يیا بیه عبیارت سیاده    می

هیا ربیات   آوری ايین داده شود. در جمعآموزش شبكه مشارکت داده می

شییود تییا انییواع فییاوتی در محییيط حرکییت داده مییی هییای متدر وضییعيت

در طول حرکت خود در محيط بیا آنهیا    ممكن است که را هايیموقعيت

برای مثال موقعيتی که ربیات در تصیوير عمیق    ملاقات کند.  ،مواجه شود

هیايی کیه ديیوار    کند يا موقعيتشاهده نمیمهيچ مانعی از جمله ديوار را 

گيرد. اين موارد بیه هنگیام هیدايت دسیتی     میکاملا  در مقابل ربات قرار 

هیای کنترلیی صیحيح    آوری فرمیان کیه هیدف آن جمیع   ربات در محيط 

نشیده امكیان وقیوع    بينیی دهند و تنها در شرايط پیيش کمتر رخ میاست، 

 دارند.  

هییايی مرتبییی از هییای آموزشییی شییامل زوجاز دادهی دوم مجموعییه

بیه عنیوان    متناظر کنترلی به عنوان ورودی و فرمان یهای عمق بلوکنقشه

ی خروجی کنترلگر است. هر فرمان خروجی مقداری متعلق بیه مجموعیه  

در حیين  را هیای ربیات   ی چیرخش چیرخ  ويها{ است و ز-41،  1،  41}

هییای وزش وزننمايیید. ايیین مجموعییه داده در آمییحرکییت مشییخص مییی

 رود. عصبی موجود در معماری کنترلگر بكار میآخرين لايه از شبكه

هیا  ی بازنمايی ويژگیی ساختار شبكه عصبی مورد استفاده در مرحله

هیای  ها در لايهشود که تعداد نرونلايه را شامل می 11عصبی يک شبكه

ورودی و خروجی به ترتيب بیرای ايجیاد کنترلگیر تیک تصیويری و دو      

های پنهیان بیه   ها در لايهباشد؛  تعداد نرونمی 134و  31تصويری برابر با 

در اسییییت.   81، 11، 21، 91، 41، 91، 21، 11، 81برابییییر بییییا  ترتيییییب

در  بیا بيسیت نیرون    پنجم یوسط )لايه ی پنهانهای موجود در لايهنرون

 Middle Layerبییا  1شییكل  سییاختار کلییی در کییه، (سییاختار فعلییی

اسیتفاده شیده    Logistic Sigmoid، از تابع انتقیال  مشخص شده است

 Tangent ،هیای پنهیان  لايیه سیاير  هیا در  ونبرای تمیام نیر  تابع انتقال و 

Sigmoid ی لايه است که لايیه  7عصبی کنترلگر نيز يک شبكه . است

تصیويری و دو تصیويری   ورودی آن به ترتيب برای ايجاد کنترلگر تیک 

هییای پنهییان اول تییا پیینجم آن از باشیید و لايییهنییرون مییی 134و  31دارای 

هیای  هیا بیا وزن  نمیايی ويژگیی  ی بازديده در مرحلهعصبی آموزششبكه

بیه همیراه    پنهیان  یلايیه  پنجمیين  شده گرفته شده اسیت. خروجیی  تثبيت

، بیه  های دوم تا چهارم معرفیی شیدند  های ديگری که در معماریويژگی

ی خروجی شبكه استفاده شیده و ترکيیب خطیی آنهیا     عنوان ورودی لايه

محاسیبه  ی خروجیی  لايیه  در تیابع انتقیال خطیی   به کمک يک نیرون بیا   

ی آخیر بیه   های لايیه های ورودیعصبی تنها وزندر اين شبكه گردد.می

خروجی کنترلگر يک مقدار حقيقی  شوند.روش باناظر آموزش داده می

هییای کنترلییی در کنترلگییر ی فرمییانسییابقه و پيوسییته اسییت. طییول صییفِ

DIDFSH-SDL ،2 .در نظر گرفته شده است 

هیای  ی وزنی بیه مقیادير اوليیه   عصباز آنجا که نتايج آموزش شبكه 

هییای پنهییان وابسییته اسییت و محییيط تحییت شییبكه و مقییادير بايییاس نییرون

هیا،  ، در هیر يیک از آزمیايش   اسیت آزمايش دارای ويژگی عدم قطعيت 

عصبی چندين بار آموزش داده شیده و ارزيیابی نتیايج آزمیايش بیه      شبكه

را شیامل  شود. هیر اجی  اجرای مستقل سنجيده می 2صورت ميانگين نتايج 

ی ی آزمیون اسیت. مقیدار ريشیه    ی آمیوزش و يیک مرحلیه   يک مرحله

ی خطا در مقادير خروجیی کنترلگیر بیرای    ميانگين مربعات خطا و بيشينه

 قابل مشاهده است. 1های آموزش در جدول داده

های انجیام  ارزيابی برای بررسی نتايج هر يک از آزمايشمعيارهای 

متناسب با اهداف ربیات   های پيشنهادیی کارايی کنترلگرشده و مقايسه

مورد نيیاز اسیت. در مسیائل نیاوبری ربیات بیا اهیداف پيگيیری ديیوار و          

سير ربیات و تطیابق آن بیا تغييیرات موقعيیت      اجتناب از موانع، نرمی خط

ی مناسب با ديیوار و  ديوار، رها نشدن روند پيگيری ديوار، رعايت فاصله

رهای ارزيیابی مطیرح هسیتند. هیر     های ربات به عنوان معياتعداد شكست

ها کمتر باشد و خط سير ربات با تغييرات مسير انطبیاق  چه تعداد شكست

تر بیوده و کنترلگیر بهتیر عمیل     بيشتری داشته باشد، هدايت ربات مطلوب

 نموده است.

 ی دومعصبی در مرحلهمتوسط مقادير خطا در آموزش شبكه:  1جدول 

 های پیشنهادیروش
 مقادیر خطا

DIDFSH-

SDL 

DIDF-

SDL 
Dl-SDL SI-SDL 

 ی میانگین مربعاتریشه 12/3 71/8 12/8 11/1

 عصبیخطای شبکه

171/23 879/44 872/44 143/41 
 ی خطابیشینه

 در خروجی 

معيار در نظر گرفته شده و همگی به صورت شكست  9در اينجا 

 "ست شكتر است. مطلوب ،تعريف شده و هر چه مقدار آنها کمتر باشد

 4گيربه نام ضربه 1که با استفاده از يک حسگر لمسی "برخورد با مانع

ی ربات با موانع موجود در شود و تعداد برخورد بدنهتشخيص داده می

در صورت وقوع اين شكست ربات کمی به  دهد.محيط را نشان می

دهد. ی حرکت خود را کمی تغيير میعقب هدايت شده و سپس زاويه

شكست   شود.به صورت تصادفی در نظر گرفته می مقدار چرخشی

به ترتيب  "واريد دور از یليخ"و  "واريبه د کينزد یليخ"

د که ربات بيش از اندازه به ديوار نزديک ندههايی را نشان میوضعيت

در اولی احتمال برخورد افزايش  فاصله گرفته است کهشده و يا از آن 
                                                                        
1 Touch Sensor 

4 Bumper 
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تر ر در پيگيری ديوار محتمليافته و در دومی امكان گم کردن مسي

 تيحرکت کند که موقع وارياز د یااگر ربات در فاصلهشود. می

 ی)برا نيدورب یرنگ ريبا هر تصو یبلوک یربات در انطباق نقشه ريسخط

)يعنی  داده شود صيتشخ 1 اي 7 یهااز خانه یكي( در 8شكل مثال 

 41با عرض  بلوک ی بلوکی به ترتيب يک يا دوفاصله با ديوار در نقشه

 قرار دارد. واري، ربات در فاصله مطلوب با دباشد( كسليپ

رخ  "ی ديوارعدم مشاهده" گاه وضعيت ،حرکت رباتحين در 

امكان تشخيص ديوار يا همان مسير مورد نظر  وضعيتدر اين  .دهدمی

 توانداين وضعيت می در تصاوير رنگی دوربين وجود ندارد.

و دارای  مسير حرکت مارپيچخصوص زمانی که  به باشدناپذير اجتناب

در اين شرايط احتمال عدم مشاهده ديوار در . باشدشديد  هایتحدب

تصاوير دوربين زياد است و الزاما  ربات مسير حرکت را گم نكرده 

گم شدن مسير و پيچ مسير در  به منظور تفكيک دو وضعيتِ است.

ت. فرض بر اين است که ها از يک حد آستانه استفاده شده اسآزمايش

عدم "در مسيرهای مارپيچ ربات پس از مواجه شدن با اولين وضعيت 

گام زمانی مجدد ديوار را  111تواند حداکثر در می  "ی ديوارمشاهده

گام زمانی  111در تصاوير دريافتی تشخيص دهد؛ به همين دليل تا 

در  منجر به دخالت هدايتگر دستی "ی ديوارعدم مشاهده" وضعيت

و  وضعيتدر صورت افزايش تعداد دفعات اين . شودکنترل ربات نمی

کنترل ربات را بر عهده گرفته و  ،هدايتگر دستی عبور از حد آستانه

 .گرداندربات را به وضعيت مناسبی بازمی

نتايج عملكرد هر يک از چهار معماری پيشنهادی برای کنترل ربات 

د که ندهنتايج نشان می ناي قابل مشاهده است. 9و  4در جدول 

های ای که در قالب وضعيت پيشين محيط و فرمانهای حافظهويژگی

در بهبود کارايی  ،شوندهای کنترلگر افزوده میکنترلی قبلی به ورودی

 دهند.ها را کاهش میکنترلگر تأثيرگذار هستند و تعداد شكست

با کاهش تعداد برداری از يادگيری عميق در بازنمايی تصاوير عمق بهره

های شبكه سرعت اجرا را افزايش داده و در عين حال مانع از ورودی

 یهای بلوکايجاد نقشه گردد.کاهش کيفيت نتايج خروجی کنترلگر می

و انتساب متغيرهای آماری ميانگين و واريانس به همراه اين بازنمايی 

ذف توانند تغييرات اندک موجود در وضعيت تصاوير ورودی  را حمی

پذيری نموده و تعميمبندی ها را خوشهای ورودیکرده و به گونه

 .کنترلگر را افزايش دهند

در  برای کنترلگر ربات پيشنهادی های: نتايج عملكرد معماری4جدول 

 محيط آموزش

 معیار ارزیابی های پیشنهادی در محیط آموزشروش
-DIDFSH )بر حسب تعداد(

SDL 

DIDF

-SDL 
Dl-

SDL 
SI-

SDL 

 "برخورد با مانع"شکست  1/11 4/42 8/41 4/34

 "خیلی نزدیک به دیوار"شکست  41 11 4/14 6/5

 "خیلی دور از دیوار"شکست  4/473 1/498 999 294

در  پيشنهادی برای کنترلگر ربات های: نتايج عملكرد معماری9جدول 

 محيط آزمون

 معیار ارزیابی های پیشنهادی در محیط آزمونروش
-DIDFSH سب تعداد()بر ح

SDL 

DIDF-

SDL 

Dl-

SDL 
SI-

SDL 

 "برخورد با مانع"شکست  1/82 19 8/14 2/53

 "خیلی نزدیک به دیوار"شکست  4/31 22 8/22 4/51

 "خیلی دور از دیوار"شکست  171 8/193 4/281 1/573

ماری پيشنهاد شده نسبت به آخرين مع، 9مطابق با نتايج جدول 

ها به ترتيب چشمگيری داشته و نرخ تعداد شكست اولين معماری بهبود

در عملكرد برای هر يک از معيارهای ارزيابی موجود در اين جدول 

درصد بهبود  2/14، و 3/44، 3/97، 1/18حدود ربات در محيط آزمون 

مسير طی شده توسط ربات را  14و  11، 11، 3های شكل يافته است.

ی در دو نمونه از بهترين اجراها يک از چهار کنترلگر پيشنهادبرای هر 

دهد. در اين آزمون نمايش می های انجام شده در محيطدر آزمايش

توان مشاهده کرد که ربات سير ربات میبا بررسی وضعيت خط هاشكل

 بيشتری ایهای حافظهبا هدايت کنترلگر چهارم که از ويژگی

است مطابقت  نستهکند کمتر مسير را گم کرده و توابرداری میبهره

لازم  وتاب موقعيت ديوار ايجاد نمايد.سير خود و پيچبيشتری مابين خط

گاه به دليل وجود موانع  "واريددور از  یليخ"به ذکر است که شكست 

 9اين معيار ارزيابی در جدول  مقدار به عنوان مثال، ناپذير است واجتناب

متوسط حدود  با توجه به اينكه  ربات به طور برای آخرين معماری

از زمان  % 17/44تنها  ،فعال استآزمون گام زمانی در محيط  4111

 دهد.فعاليت ربات را تشكيل می

 هاتيقطعاغتشاشات و عدم ز،ينو يی همچونهادهيپداز آنجا که 

منفی  راتيتأث ستميهای سپاسخ یروهای واقعی توانند در محيطمی

عماری چهارم در حضور داشته باشند، عملكرد کنترلگر حاصل از م

برای اين منظور نويزی گوسی )با تصاوير نويزی بررسی شده است. 

بيشترين عمقِ قابل تشخيص توسط  1/1واريانسی برابر با ميانگين صفر و 

 تصاوير عمق دوربين کينكت، دوربين کينكت( به مقدار هر پيكسل از 

با نويز ز نيدوربين تصاوير رنگی از  RGBکانال هر  اضافه شده است.

)مقدار صفر نشان دهنده  1/1واريانسی برابر با ميانگين صفر و گوسی با 

 دهد(بيشترين ميزان نويز را نشان می 1تصوير بدون نويز و مقدار 

را ها نتايج بدست آمده از آزمايش 4جدول  .شده است دستخوش تغيير

 و دردر محيط آزمون  DIDFSH-SDLبرای عملكرد کنترلگر 

، نشان 9دول کنترلگر در ج اين عملكردشده از نتايج گزارشا مقايسه ب

در مقابل  پيشنهادی د کنترلگرکنمی مشخصدهد. اين بررسی می

ی انتخاب تأثيرات نويز عملكردی پايدار دارد. اين پايداری به دليل نحوه

ها و استفاده از اطلاعات آماری مقادير عمق يعنی ميانگين و ويژگی

 آيد.های بلوکی بدست میهواريانس در نقش
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: نتايج عملكرد معماری پيشنهادی چهارم برای کنترلگر ربات 4جدول 

 در محيط آزمون و در حضور تصاوير نويزی

 معیار ارزیابی های پیشنهادی در محیط آزمونروش
 DIDFSH-SDL )بر حسب تعداد(

(Noisy Images) 
DIDFSH-SDL 

 "برخورد با مانع"شکست  4/29 6/52

 "خیلی نزدیک به دیوار"شکست  4/51 8/24

 "خیلی دور از دیوار"شکست  1/573 1/234

هییای منطبییق بییر لازم بییه ذکییر اسییت کییه پییيش از بررسییی معمییاری

 31بیا  لايه  7عصبی چارچوب پيشنهادی، کنترلگری با ساختار يک شبكه

ن هیای پنهیان ايی   ها در لايهی ورودی ايجاد شد. تعداد نروندر لايه نرون

و يیک نیرون   بیوده  نیرون    81، 11، 21، 91، 41بیا  شبكه به ترتيیب برابیر   

شد.  تنظيم SI-SDLی خروجی با شرايطی مشابه معماری خطی در لايه

های آموزشی به روش با ناظر ی دوم دادهاين شبكه با استفاده از مجموعه

و ربیات   عمل کیرده بسيار نامناسب  طاما ربات در محي ؛آموزش داده شد

 موانع موجود در محيط نبود.يک از  ادر به تشخيص هيچق

 
 SI-SDLکنترلگر توسط در هدايت نمايی از خط سير ربات :  3شكل 

 اجرای مستقل 4در  آزمون در محيط

 
 Dl-SDLکنترلگر توسط در هدايت نمايی از خط سير ربات :  11شكل 

 اجرای مستقل 4در  آزمون محيطدر 

 
-DIDFکنترلگر توسط در هدايت ط سير ربات نمايی از خ:  11شكل 

SDL  اجرای مستقل 4در  آزمون محيطدر 
 

 
کنترلگر توسط در هدايت نمايی از خط سير ربات :  14شكل 

DIDFSH-SDL  اجرای مستقل 4در  آزمون محيطدر 
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ز برنده ابهرهچارچوبی برای طراحی کنترلگر ربات  ،در اين مقاله

با اهداف پيگيری ديوار و اجتناب از موانع پيشنهاد شد. در تصاوير عمق 

های پيشنهادی از ترکيب يادگيری عميق و يادگيری با طراحی کنترلگر

رو پيش عصبی عميقِ. چارچوب پيشنهادی از يک شبكهشدناظر استفاده 

با ساختاری متقارن برای بازنمايی وضعيت محيط پيرامون ربات در 

های وزن ،ر دوربين استفاده کرده و با استفاده از يادگيری با ناظرتصاوي

ی ابتدايی های موجود در نيمهدهد؛ سپس لايهشبكه را آموزش می

برداری قرار گرفته شبكه به عنوان بخشی از معماری کنترلگر مورد بهره

ی خروجی به ن لايهی تک نرونی با تابع انتقال خطی به عنواو يک لايه

ای های حافظه. برای بهبود کيفيت کنترل، ويژگیشودار افزوده میساخت

ی خروجی کنترلگر محلق شدند. بخشی از اين های لايهبه ورودی

ربات را نسبت به ديوار مشخص کرده و بخشی ها موقعيت ويژگی

 دهند.وضعيت رفتاری ربات و تصميمات پيشين را ارائه می

های بلوکی و ايجاد نقشه دهند کهها نشان مینتايج آزمايش

های تواند تعداد دادهها با استفاده از يادگيری عميق میبازنمايی ويژگی

بندی  سازی و خوشهورودی کنترلگر را کاهش داده و با خلاصه

ای د به گونهبی را در اختيار کنترلگر قرار دههای مناساطلاعات، ويژگی

که در ناوبری ربات با )که اختلافات جزئی تصاوير در شرايط مشابه 

د منجر به تواننفضای حالت ورودی گسترده بسيار متداول هستند و می

های کاهش يافته و تمايز ،(يادگيری با ناظر شوندها در ناسازگاری داده

در  هاتر شود. تأثير افزودن هر يک از ويژگیمابين تصاوير برجسته اصلی

به خوبی قابل رؤيت است؛  هادر نتايج آزمايش ،پيشنهادی چهار معماری

 (DIDFSH-SDL)کنترلگر شدهکه آخرين معماری پيشنهاد به طوری

بهبود چشمگيری داشته و  (SI-SDL)کنترلگر نسبت به اولين معماری

ها برای هر يک از معيارهای ارزيابی مورد بررسی نرخ تعداد شكست

  بهبود يافته است.

های هموار آزموده يطچارچوب پيشنهادی در اين مقاله تنها در مح

های برگزيده در محيطپيشنهادی  شده است؛ بررسی عملكرد معماری

 ،هاهای مناسب برای بازنمايی شرايط اين محيطتعيين ويژگی ناهموار،

های روشبا استفاده از عصبی های شبكهو برخط وزنتر تنظيم دقيق

ها از جمله يادگيری تقويتی و تلاش برای به صفر رساندن تعداد شكست

 توان در کارهای آتی به آنها پرداخت.مواردی است که می

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
88

34
5.

13
96

.1
1.

4.
6.

9 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c-
is

ic
e.

ir
 o

n 
20

26
-0

1-
31

 ]
 

                            11 / 12

https://dor.isc.ac/dor/20.1001.1.20088345.1396.11.4.6.9
http://joc-isice.ir/article-1-467-en.html


 دار باناظر ربات چرخ روش يادگيری عميق برای کنترل های عمق با استفاده ازاز داده استخراج ويژگی

 ولی درهمی، يان هرندیفريناز اعلمی
44 

 

Journal of Control,  Vol. 11,  No. 4, Winter 2018 1931، زمستان 4، شماره 11 مجله کنترل، جلد 

 

 مراجع
 
[1] Hanafi, D., Abueejela, Y. M., & Zakaria, M. F., 2013, 

"Wall follower autonomous robot development 

applying fuzzy incremental controller". Intelligent 

Control and Automation, 4(1), 18.  

[2] Ye, C., Yung, N. H., & Wang, D., 2003, "A fuzzy 

controller with supervised learning assisted 

reinforcement learning algorithm for obstacle 

avoidance". IEEE Transactions on Systems, Man, 

and Cybernetics, Part B (Cybernetics), 33(1), 17-27.  

[3] Fathinezhad, F., Derhami, V., & Rezaeian, M., 2016, 

"Supervised fuzzy reinforcement learning for robot 

navigation". Applied Soft Computing, 40, 33-41.  

[4] Fathinezhad, F., & Derhami, V., 2012, "A Novel 

Supervised Fuzzy Reinforcement Learning for Robot 

Navigation", [Research]. Journal of Control, 6(3), 1-

10.  

[5] Carelli, R., & Freire, E. O., 2003, "Corridor 

navigation and wall-following stable control for 

sonar-based mobile robots". Robotics and 

Autonomous Systems, 45(3), 235-247.  

[6] Karakuş, M. Ö., & Orhan, E., 2013, "Learning of 

robot navigation tasks by probabilistic neural 

network". Learning.  

[7] Zhou, Z., Chen, T., Wu, D., & Yu, C., 2011, 

"Corridor navigation and obstacle distance estimation 

for monocular vision mobile robots". JDCTA: Int. J. 

of Digital Content Technology and its Applications, 

5(3), 192-202.  

[8] Jafar, F. A., Zakaria, N. A., & Yokota, K., 2014, 

"Visual Features Based Motion Controller for Mobile 

Robot Navigation". International Journal of 

Simulation Systems, Science & Technology, 15(1), 

7-14.  

[9] Saeedi, P., Lawrence, P. D., & Lowe, D. G., 2006, 

"Vision-based 3-D trajectory tracking for unknown 

environments". IEEE transactions on robotics, 22(1), 

119-136.  

[10] Yang, Y., Fu, M., Zhu, H., Xiong, G., & 

Changsheng, S., 2010, "Control methods of mobile 

robot rough-terrain trajectory tracking",  Control and 

Automation (ICCA), 2010 8th IEEE International 

Conference on. 

[11] Hoffmann, G. M., Tomlin, C. J., Montemerlo, M., & 

Thrun, S., 2007, "Autonomous automobile trajectory 

tracking for off-road driving: Controller design, 

experimental validation and racing",  American 

Control Conference. 

[12] Oliver, A., Kang, S., Wünsche, B. C., & 

MacDonald, B., 2012, "Using the Kinect as a 

navigation sensor for mobile robotics",  Proceedings 

of the 27th Conference on Image and Vision 

Computing New Zealand. 

[13] Correa, D. S. O., Sciotti, D. F., Prado, M. G., Sales, 

D. O., Wolf, D. F., & Osorio, F. S., 2012, "Mobile 

robots navigation in indoor environments using 

kinect sensor",  Second Brazilian Conference on 

Critical Embedded Systems (CBSEC). 

[14] Yung, N. H., & Ye, C., 1999, "An intelligent mobile 

vehicle navigator based on fuzzy logic and 

reinforcement learning". IEEE Transactions on 

Systems, Man, and Cybernetics, Part B 

(Cybernetics), 29(2), 314-321.  

[15] Jang, J., Sun, C., & Mizutani, E., 1997, "Neuro-

Fuzzy and Soft Computing, Prentice-Hall, upper 

Sanddle River".  

[16] Riedmiller, M., 2005, "Neural fitted Q iteration–first 

experiences with a data efficient neural 

reinforcement learning method",  European 

Conference on Machine Learning. 

[17] Mnih, V., Kavukcuoglu, K., Silver, D., Rusu, A. A., 

Veness, J., Bellemare, M. G., . . . Ostrovski, G., 

2015, "Human-level control through deep 

reinforcement learning". Nature, 518(7540), 529-533.  

[18] Lillicrap, T. P., Hunt, J. J., Pritzel, A., Heess, N. M. 

O., Erez, T., Tassa, Y., . . . Wierstra, D. P., 2016, 

"Continuous control with deep reinforcement 

learning": Google Patents. 

[19] Ondruska, P., & Posner, I., 2016, "Deep tracking: 

Seeing beyond seeing using recurrent neural 

networks". The Thirtieth AAAI Conference on 

Artificial Intelligence (AAAI).  

[20] Bengio, Y., Courville, A., & Vincent, P., 2013, 

"Representation learning: A review and new 

perspectives". IEEE transactions on pattern analysis 

and machine intelligence, 35(8), 1798-1828.  

[21] Courville, I. G. a. Y. B. a. A., Deep Learning: MIT 

Press, 2016. 

[22] Bengio, Y., 2009, "Learning deep architectures for 

AI". Foundations and trends® in Machine Learning, 

2(1), 1-127.  

[23] Hinton, G. E., & Salakhutdinov, R. R., 2006, 

"Reducing the dimensionality of data with neural 

networks". Science, 313(5786), 504-507.  

[24] Lee, H., Grosse, R., Ranganath, R., & Ng, A. Y., 

2009, "Convolutional deep belief networks for 

scalable unsupervised learning of hierarchical 

representations",  Proceedings of the 26th annual 

international conference on machine learning. 

[25] Liu, J. N., Hu, Y., You, J. J., & Chan, P. W., 2014, 

"Deep neural network based feature representation 

for weather forecasting",  Proceedings on the 

International Conference on Artificial Intelligence 

(ICAI). 

[26] Günther, J., Pilarski, P. M., Helfrich, G., Shen, H., 

& Diepold, K., 2016, "Intelligent laser welding 

through representation, prediction, and control 

learning: An architecture with deep neural networks 

and reinforcement learning". Mechatronics, 34, 1-11.  

[27] Williams, D., & Hinton, G., 1986, "Learning 

representations by back-propagating errors". Nature, 

323(6088), 533-538.  

[28] Vincent, P., Larochelle, H., Lajoie, I., Bengio, Y., & 

Manzagol, P.-A., 2010, "Stacked denoising 

autoencoders: Learning useful representations in a 

deep network with a local denoising criterion". 

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
88

34
5.

13
96

.1
1.

4.
6.

9 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c-
is

ic
e.

ir
 o

n 
20

26
-0

1-
31

 ]
 

Powered by TCPDF (www.tcpdf.org)

                            12 / 12

https://dor.isc.ac/dor/20.1001.1.20088345.1396.11.4.6.9
http://joc-isice.ir/article-1-467-en.html
http://www.tcpdf.org

