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لال تحليلی اختجبری حاصل از آن با استفاده از روش نيمه-بين زمان پيوسته و حل معادلات ديفرانسيلکننده پيشدر اين مقاله طراحی کنترل: چکيده

منظور حل مساله شود. بهباز حلکنترل بهينه حلقهبايست يک مساله میبين زمان پيوسته، بروزرسانی الگوريتم کنترل پيش در هر لحظهاست. هوموتوپی ارائه شده

ترتيب که با بكارگيری حساب تغييرات و اصل شود. به اينبين به صورت زمان پيوسته، مساله کنترل بهينه مذکور بايستی به روش غيرمستقيم حلکنترل پيش

ين زمان پيوسته با حل بکننده پيششود که مساله طراحی کنترلمیقاله نشان دادهدر اين م .شوديابی پونترياگين، شرايط لازم و کافی بهينگی مستخرج میحداقل

ن شود که نتيجه آتحليلی اختلال هموتوپی پيشنهاد میدستگاه، روش نيمهبرای حل اين  جبری با شرايط مرزی معادل است.–عادلات ديفرانسيليک دستگاه م

ده ش توان به آسانی از وضعيت حالت و کنترل در تمامی زمانها مطلع شد. روش ارائهبا داشتن اين توابع می .آمدن تابع کنترل و تابع حالت بهينه استبدست

دن قابليت و نظور نشان دابه مهای متغيربازمان بكار رود. های خطی، غيرخطی و همچنين سيستمبين زمان پيوسته سيستمکننده پيشتواند برای طراحی کنترلمی

 است.سازی ارائه شدهچند مثال عددی همراه با شبيه پيشنهادیکارايی روش 

 اختلال هموتوپی جبری، روش-يابی پونترياگين، معادلات ديفرانسيلپيوسته، کنترل بهينه، اصل حداقل-بين زمانکنترل پيشکلمات کليدی: 

 

Design of nonlinear continuous time predictive controller by solving the 

differential-algebraic equations with boundary conditions using homotopy 

perturbation method 

Azar Shabani, Alireza Fatehi, Fahimeh Soltanian, Reza Jamilnia 

Abstract: In this paper, design of continuous time predictive controller and solving the resulting 

differential-algebraic equations are presented using the semi-analytical homotopy perturbation 

method. At any updating time of the continuous time predictive control algorithm, an optimal open 

loop control problem must be solved. In order to solve the predictive control problem in continuous 

time, the problem of optimal control is solved by an indirect method. For this purpose, the necessary 

and sufficient conditions for optimality are determined by applying the variational calculus and the 

Pontryagin's minimum principle. A system of differential-algebraic equations with boundary 

conditions is created. Homotopy perturbation method is proposed to semi-analytically solve this 

problem. By specifying the control and the state functions, we can obtain easily the control and the 

state values in every instance of the prediction horizon. The presented method can be used to design 

of continuous-time predictive controller of linear, nonlinear and time varying systems. To illustrate 

the reliability and efficiency of the proposed method, some numerical examples with simulation 

results are presented. 

Keywords: Continuous-Time Model Predictive Control, Optimal Control, Pontryagin's Minimum 
Principle, differential-algebraic equations, Homotopy Perturbation Method. 
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 مقدمه -1
يک سيستم کنترل، ابزاری است که از طريق توليد و اعمال 

های کنترلی، رفتار يک دستگاه و يا ای از دستورات و ورودیمجموعه

از  ایکند. دستهمقادير مطلوب هدايت و تنظيم میفرايند را به سمت 

های کنترل نوين که مدل سيستم حضور مشخص و فعالی در ساختار روش

 است. )MPC(2بين مبتنی بر مدل کنترل پيش کننده دارد، روشکنترل

گنال ها اشاره دارد که سيبين، به يک دسته از الگوريتمکنترل پيش

ند. اين کمحاسبه میفتار آينده يک سيستم سازی رکنترل را برای بهينه

ای های در فراينديافته است و بطور گستردهتوسعه 2311روش از دهه 

به صورت  MPC هایاست. با اين وجود بيشتر تكنيکبكاربرده شده صنعتی

 اند. تهاند و کمتر به شكل زمان پيوسته گسترش يافزمان گسسته متمرکز شده

های مختلفی برای حل مساله ها و تكنيکهای اخير، روشدر سال

به موارد زير  تواناست، که میبين زمان پيوسته صورت گرفتهکنترل پيش

، افق 1بر اساس روش پرتابی چندگانه مستقيم ،[2] کرد. در مقالهاشاره

نترل سازی متغيرهای کهايی افرازکرده و با گسستهرا به زير بازه 9بينپيش

با بعد نامتناهی  (OC) 4مساله کنترل بهينهکردن متغيرهای حالت، و پارامتری

 کند. پسبعد متناهی تبديل می با (NLP) 1ريزی غيرخطیبرنامه را به مساله

های عددی سريع براساس را با روش NLPاز انجام اين مراحل، مساله 

متغير برداری در هر بازه نمونه ،[9]و [1]در کند. اطلاعات مشتق حل می

ی روش است. ويژگی اصلگرفته شدهبه صورت تابع ثابت در نظرکنترل 

اين ويژگی  .ای بودن سيگنال کنترل استپيشنهادی مربوط به ماهيت قطعه

های که در آن تعداد متغير ساله بهينه سازی قابل حل می شودمنجر به يک م

برای کاهش حجم محاسبات و سرعت  ،[4] مقاله .شودکنترل کم می

قيقی ای از توابع حبا در نظرگرفتن مجموعهسازی، بخشيدن به روند بهينه

در مقاله  .کند، تابع کنترل را به صورت بسط سری از آنها بيان می9متعامد

يزی رمساله کنترل بهينه را به مساله برنامه نشانی متعامدابتدا با روش هم ،[1]

 سازی،هينهمطلق مساله بکند. سپس، برای يافتن مينيمم غيرخطی تبديل می

در هر لحظه ، [9] در برد. را بكار می سازی سراسریهای بهينهروش

ا استفاده بين زمان پيوسته، مساله کنترل بهينه ببرداری مساله کنترل پيشنمونه

ترل سازی متغيرهای کنسازی و گسسته، يعنی با پارامتری1از روش مستقيم

ريزی تبديل شده و سپس آن را به روش برنامه NLPو حالت، به مساله 

رل سازی مساله کنتکه گسستهبا اشاره به اين ،[9]در کند. غيرخطی حل می

 شود و تنها در، اغلب در نقاطی با فاصله برابر انجام میMPCبهينه در 

برداری به اندازه کافی کوچک باشند، اين های نمونهکه بازهصورتی

لازم را دارد که همراه با حجم محاسباتی بالا است. به سازی دقت گسسته

 
1 Model Predictive Control 
2 Multiple shooting direct method  
3 Predictive Horizon 
4 Optimal control 
5 Nonlinear programming problem 
6 Orthonormal functions 

داد سازی و جلوگيری از بكارگيری تعاين منظور برای بهبود دقت گسسته

است و متغيرهای حالت استفاده کرده طيفیاز روش شبه ،های زيادزيربازه

، مساله تعقيب[1]ر زند. دايهای لاگرانژ تقريب میو کنترل را با چندجمله

کند. به اين بيان میMPC های غيرخطی با بكارگيری را برای سيستم کردن

گيريهای متوالی از معادله خروجی سيستم صورت که ابتدا با مشتق

ردن در کوبكارگيری آنها در بسط تيلور خروجی سيستم، خطای تعقيب

، مساله زند. سپسبين را به کمک بسط سری تيلور تقريب میافق پيش

 بويد در ونگو و کند.های متعارف حل میر را به روشسازی حاضبهينه

 گسسته انزم غيرخطی های سيستم برای بين پيش کنترل طراحی ، 1112سال

 مساله که آنجايی از. کردند مطرح سراسری سازی بهينه بكارگيری با را

 های روش با ابتدا، باشد، نامحدب است ممكن غيرخطی ريزیبرنامه

. [2] نمودند حل را آن سازی خطی پس از و کرده محدب را آن موجود

 زمان خطی مقيد رگلاتور مساله حل ،1121 سال در همكارانش و پانوچيا

 يربازهز به مناسب هایروش با را زمانی بازه ابتدا. کردند ارائه را پيوسته

 شرو سه از يكی به را کنترل تابع بازه، هر زير در و کرده افراز هايی

  کي نگهدارنده مرتبه ای و قطعه خطی نگهدارنده ، صفر مرتبه نگهدارنده

 بهينه مساله کي فرم به بهينه کنترل مساله تبديل با سپس،. نمودند پارامتری

 نتعيي را هاسازی پارامتری در متناهی، پارامترهای مجهول بعد با سازی

 ديلن و. [3] شودمی مشخص بهينه کنترل متغيرهای ترتيب، اين به. کردند

 رگيریبكا با را غيرخطی بين پيش کنترل مساله ،1124 سال در همكارانش

 بهينه هایروش که آنجايی از. نمودند ارائه آزاد مشتق سازی بهينه الگوريتم

 ندنيست پذيرمشتق که توابعی برای لذا باشند، می گراديان پايه بر سازی

 بكار و بررسی مقاله اين در آزاد مشتق الگوريتم بنابراين. نيست مناسب

 روش با بين يشپ کنترل در موجود بهينه کنترل مسائل ابتدا البته،. شد گرفته

 با را حاصل غيرخطی ريزی برنامه مساله سپس، و شده پارامتری پرتابی

 . [21] نمودند حل آزاد مشتق الگوريتم

های فوق، در حين حل های انجام شده، در تمامی روشطبق بررسی

سازی تهسازی، گسسهای خطیزمان پيوسته، از روشبين کنترل پيشمساله 

است و هيچكدام از آنها مسئله کنترل سازی استفاده شدهو يا پارامتری

ورکه همانطاز طرفی است. بين را به صورت زمان پيوسته حل نكردهپيش

از غنای خوبی  پيوستهدانيم موضوع کنترل مقاوم در فضای زمان می

بين در پيشنهاد کنترل پيشاين مقاله های از انگيزهها ين. لذا ابرخوردار است

بين کننده پيششود که طراحی کنترلو نشان داده می زمان پيوسته است

 با يک دستگاه معادلات ديفرانسيل های غيرخطی زمان پيوسته،سيستم

 هدستگاه ببا حل اين  شرايط مرزی معادل است. سپس،با  )DAEs( 2جبری

 تابع کنترل و تابع حالت بهينه  (،HPM)3تحليلی اختلال هموتوپیروش نيمه 

7 Direct method 

8 Differential-Algebraic Equations 

9 Semi analytical Homotopy Perturbation Method 
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   .شودبه صورت زمان پيوسته مشخص می

های مقاله به اين صورت است که ابتدا مساله مورد ساختار کلی بخش

خش دوم بين زمان پيوسته در ببررسی اين پژوهش، يعنی مساله کنترل پيش

ه بروزرسانی الگوريتم مورد نظر، که در هر لحظگردد. از آنجايیبيان می

رل شود، لذا در بخش سوم، مساله کنتبايستی يک مساله کنترل بهينه حل 

شود. از طرفی برای حل مساله کنترل میبهينه و رويكردهای حل آن بازگو

است، که منجر به يک دستگاه شدهبكاربرده  2غيرمستقيم بهينه، روش

اه، شود. برای حل اين دستگمرزی می جبری با شرايط-معادلات ديفرانسيل

ارم است که در بخش چهتحليلی اختلال هموتوپی استفاده شدهروش نيمه

شود. در بخش پنجم، الگوريتم پيشنهادی طراحی ای به اين روش میاشاره

. در بخش استشده های زمان پيوسته ارائهبين سيستمکننده پيشکنترل

گيری بيان سازی و در بخش هفتم، نتيجه های عددی و شبيهششم، مثال

 گردد. می

 

 ته بين زمان پيوسبيان مساله کنترل پيش -2

 سيستم زمان پيوسته غيرخطی زير را در نظر بگيريد:

{

 ẋ(t) = f(x(t), u(t), t)

y(t) = k(x(t))            

x(t0) = x0                   

 (2) 

x(t)با حالت  ∈ ℝn شرط اوليه ،x0 ∈ ℝ
nخروجی ، y(t) ∈ ℝr  و

u(t)ورودی کنترل  ∈ U ⊆ ℝm ، که ،U ای فشرده و شامل مجموعه

:fمبدا است. تابعی غيرخطی  ℝn+m+1 → ℝn  وk:ℝn → ℝr 

رض پذير( است. در اينجا ف)پيوسته و مشتق ها هموارنسبت به تمام مولفه

x0( برای هر شرط اوليه 2شود سيستم )می ∈ ℝ
n  و هر تابع کنترل پيوسته

u:ℝ+ → U  .جواب منحصر بفردی دارد 

با توجه به هدف طراح، که معمولا رساندن حالت يا خروجی سيستم به  

با افق نامتناهی  1مقدار مطلوب با حداقل تلاش کنترلی است، تابعی هزينه

 شود:زير در نظرگرفته می

 𝐽∞(𝑥0, 𝑢) =∫ 𝑔(𝑥(𝑡), 𝑢(𝑡), 𝑡)𝑑𝑡
∞

0

 (1) 

:gکه  ℝn+m+1 → ℝ+ ( 2به اين ترتيب، مساله ) .ای پيوسته استتابعی

اگر دهد. جبری تشكيل می -سازی با قيود ديفرانسيليک مساله بهينه (1و )

سازی بتواند برای افق نامتناهی حل شود و همچنين هيچ اين مساله بهينه

وان تابع تباشد، پس میاختلال و عدم تطابق مدل و سيستم هم وجود نداشته

tشده در لحظه کنترل پيدا = tهای را برای سيستم در تمام زمان 0 ≥ 0 

بكار برد. در حالت کلی چنين نيست و به خاطر اغتشاشات و عدم تطابق 

   بينی شده از مدل متفاوتمدل و سيستم، رفتار سيستم واقعی با رفتار پيش

 کنترل  هایتوان از تكنيکاست. در اين مقاله، برای جبران اين اختلاف، می

 
1 Indirect method 

  بين استفاده نمود.لغزان مانند کنترل پيشافق 

ينی ببين، ابتدا، بر اساس شرايط کنونی متغيرهای حالت، پيشدر کنترل پيش

-رفتار آينده سيستم از روی مدل سيستم و در نظرگرفتن تابعی هزينه،کنترل

ر بخش شده، دهای بهينه محاسبهسپس، کنترلشود. های بهينه محاسبه می

ردن بازه گردد. با جلو بزمانی به سيستم ديناميكی اعمال میکوچكی از بازه 

د. در واقع، شوبرداری و تكرار اين فرايند، يک حلقه کنترلی ايجاد مینمونه

ای های بهينه از شرايط لحظهاين حلقه بسته کنترلی، از محاسبه کنترل

 تئوری بين وآيد. با توجه به ايده کنترل پيشمیمتغيرهای حالت بدست

بين برای کننده پيشطراحی کنترلتوان گفت که مساله کنترل بهينه، می

-( طبق الگوريتم زير در چهار گام انجام می1( و )2زمان پيوسته ) سيستم

 شود:

δ، گام بروزرسانی HPبين ابتدا افق پيش :1الگوریتم > 0، 

ين بيک مقدار ثابت نيست ولی کوچكتر از افق پيش δکنيد که لزوما )توجه

ti+1که بطوری i≥0{ti}شود( و دنباله لحظات بروزرسانی تعريف می =

ti + δ  بگيريد.را در نظر 

 . ti  ،xtiگيری و يا تعيين حالت سيستم در لحظه اندازه -1

کردن مشخص زير و حل آن برای تعريف مسئله کنترل بهينه -2

uHPجواب 
∗ : [ti, ti + HP) → ℝm : 

min
u∈pc([ti,ti+HP],R

m)
JHP(x, u)

= ∫ g(x(t), u(t), t)dt
ti+HP

ti

  

s. t            ẋ(t) = f(x(t), u(t), t) 
            x(ti) = xti                         

,pc([aکه  b], ℝm)ای ، مجموعه همه توابع پيوسته قطعه

α: [a, b] → ℝm دهد. را نشان می 

uMPC(t)اعمال کنترل  -3 = uHP
∗ (t)  بر سيستم در بازهt ∈

[ ti, ti + δ)  .و ناديده گرفتن باقيمانده سيگنال کنترل 

ti+1 ند فوق برای لحظه بروزرسانی بعدیتكرار فراي -4 =

ti + δ . 

 مساله کنترل بهينه و رویکردهای حل آن -3
 با يک بينبيان شد، درهر گام کنترل پيش 1همانطورکه در بخش 

 توان آن را به صورت زير بيان کرد:شويم که میروبرو می OCمساله 

𝑚𝑖𝑛 𝐽 = ∫ 𝑔(𝑥(𝑡), 𝑢(𝑡), 𝑡)𝑑𝑡
𝑡𝑓
𝑡0

    

𝑠. 𝑡    𝑥̇(𝑡) = 𝑓(𝑥(𝑡), 𝑢(𝑡), 𝑡)     

𝑥(𝑡0) = 𝑥0              

 (9) 

u∗(t) تابع کنترل قابل قبولهدف از حل مساله کنترل بهينه، تعيين  =

[u∗1(t), … , u
∗
m(t)] شود سيستم، تابع حالت قابل است که باعث

2 Cost functional 
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x∗(t) قبول = [x∗1(t), … , x
∗
n(t)] را تعقيب نموده و تابعیJ  را

حداقل نمايد. برای حل اين مساله و تضمين پايداری حالت ماندگار، تابع 

,h(x(tf)جريمه  tf)   که تابعی از زمان نهايی و حالت نهايی است، به

به صورت زير تغيير   𝐽شود. به اين ترتيب تابع هزينه تابع هزينه اضافه می

 :يابدمی

 J =  h(x(tf), tf) + ∫ g(x(t), u(t), t)dt
tf

t0

 (4) 

,(∙)x): زوج 1تعریف  u(∙)) ( گفته می9جواب قابل قبول برای ) شود

 صدق نمايد. قيود مساله اگر در

,(∙)x0)جواب قابل قبول  :2تعریف  u0(∙))  مينيمم موضعی ضعيف

,ε1 شود اگر برای ( گفته می4( با تابع هزينه )9مساله ) ε2 > و برای 0

,(∙)x)های قابل قبول همه جواب u(∙))  که در شرط‖x − x0‖∞ <

ε1 و  ‖u − u0‖∞ < ε2  باشيم  کنند، داشتهصدق می

J(x0(. ), u0(. )) ≤ J(x(. ), u(. طور معمول به مينيمم . به((

 شود. موضعی، جواب بهينه نيز گفته می

,(∙)x0)جواب  :3تعریف  u0(∙)) شود اگر مينيمم مطلق گفته می

,ε1شرايط بالا برای  ε2 =  برقرار باشد. ∞

ه بهينه وجود دارد ک بطورکلی، سه روش متداول برای حل مساله کنترل

 . غيرمستقيمريزی پويا، روش مستقيم و روشعبارتند از: روش برنامه

اصل "يابی با بكارگيری يک سياست بهينه ،[22] 2ريزی پوياروش برنامهدر 

-ر روشدشود. آيد که منجر به حل معادلات متوالی میبدست می "بهينگی

ه سازی متغيرها، مسالسازی و پارامتری، از طريق گسسته[21] 1های مستقيم

مساله  . سپس،شودريزی غيرخطی تبديل میکنترل بهينه به يک مساله برنامه

های گردد. در روشهای متداول حل میحاصله با استفاده از الگوريتم

ترياگين، يابی پونغيرمستقيم با استفاده از حساب تغييرات و اصل حداقل

 ای را تشكيلشرايط لازم بهينگی که يک مساله مقدار مرزی دو نقطه

تابع های مربوطه، شود. سپس، با حل آن با روشدهد، استخراج میمی

نترل آيد. در اين مقاله برای حل مساله ککنترل و تابع حالت بهينه بدست می

ش شود. در ادامه، پيرامون روبهينه موردنظر از روش غيرمستقيم استفاده می

  شود.غيرمستقيم قضايايی بيان می

 

 [11و9 ] هينهروش غيرمستقيم حل مساله کنترل ب 1-3

دی از منواسطه بهرهبهينه، بهدر روش غيرمستقيم حل مساله کنترل 

در  آمده حداقلفرآيند تحليلی و مباحث حساب تغييرات، جواب بدست

 رسد اين روش، امكانکند. پس به نظر میشرايط لازم بهينگی صدق می

های حل مساله کنترل بهينه دارا با دقت بالا را در ميان روش ارائه پاسخ بهينه

  باشد.

 
1 Dynamic Programming 

,x∗(t))کنيد فرض: [29] (شرايط لازم بهينگی)1 قضيه u∗(t)) 

 ( باشد. آنگاه تابع هم حالت پيوسته4با تابع هزينه )( 9مم موضعی مساله )ميني

:λ(t)پذير مشتق  [t0, tf] → Rn که بر حسب تابع وجود دارد بطوری

 هميلتونين:

ℋ(x(t), u(t), λ(t), t) ≜ 
g(x(t), u(t), t) + λT(t)[f(x(t), u(t), t)] 

(1) 

 روابط زير برقرار است: 

{
 
 

 
  ẋ∗ =

∂ℋ

∂λ
 ( x∗(t), u∗(t), λ∗(t), t)                                   

λ̇∗ = −
∂ℋ

∂x
 (x∗(t), u∗(t), λ∗(t), t)                               

 ℋ(x∗(t), u∗(t), λ∗(t), t) ≤  ℋ(x∗(t), u(t), λ∗(t), t)  
                        for all admissible u(t) ∈ U   

 

           and

[
∂h
∂x
(x∗(tf), tf) − λ

∗(tf)]
T

δxf +                                     

[ℋ(x∗(tf), u
∗(tf), λ

∗(tf)tf) +
∂h
∂t
(x∗(tf), tf)] δtf = 0 

 

(9)                      

 رابطه

 ℋ(x∗(t), u∗(t), λ∗(t), t) ≤  ℋ(x∗(t), u(t), λ∗(t), t) 
بايد تابع هميلتونين  ∗uدارد، که  "يابی پونترياگيناصل حداقل"تاکيد بر 

ℋ(x∗(t), u(t), λ∗(t), t) .را مينيمم کند 

,x(t))کنيد فرض: [24] )شرايط کافی بهينگی(2قضيه  u(t))  جواب

( باشد که در شرايط لازم بهينگی صدق 4( با تابع هزينه )9قابل قبول مساله )

,g(x کند. اگرمی u, t) های و هر کدام از مولفهf(x, u, t)  نسبت به

(x, u)  برای هرt ∈ [t0, tf] پذير و محدب باشند آنگاه مشتق

(x(t), u(t)) .يک مينيمم مطلق مساله کنترل بهينه است 

توان جواب بهينه ( می9وجه به فرضيات قضايای فوق، با حل دستگاه )با ت

( يک مساله 9( را بيابيم. دستگاه )4( با تابع هزينه )9مساله کنترل بهينه )

مقدار مرزی است که در صورت غيرخطی بودن معادلات ديفرانسيل و 

 یمعادلات جبری و نوع شرايط اوليه و مرزی آن، يافتن جواب دقيق و تحليل

روش نيمه تحليلی اختلال هموتوپی برای  ،[24]باشد. در برای آن مشكل می

  است.حل آن بكار گرفته شده

 

 روش اختلال هموتوپی-4
ويم با شهايی که در طبيعت و تكنولوژی با آنها مواجه میبيشتر پديده

ياری شوند که در بساستفاده از معادلات ديفرانسيل غيرخطی مدل سازی می

ی و تحليلهای نيمهپذير نيست. روشيافتن جواب دقيق آن امكانموارد 

عددی گوناگونی برای حل معادلات ديفرانسيل غيرخطی وجود دارد. 

2 Direct method 

 [
 D

O
I:

 1
0.

29
25

2/
jo

c.
12

.4
.1

 ]
 

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
88

34
5.

13
97

.1
2.

4.
6.

6 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c-
is

ic
e.

ir
 o

n 
20

26
-0

1-
30

 ]
 

                             4 / 14

http://dx.doi.org/10.29252/joc.12.4.1
https://dor.isc.ac/dor/20.1001.1.20088345.1397.12.4.6.6
http://joc-isice.ir/article-1-553-fa.html


5 
  به روش اختلال هموتوپیجبری با شرايط مرزی  –پيوسته با حل دستگاه معادلات ديفرانسيل  زمان بين غيرخطیکننده پيشطراحی کنترل

  ، رضا جميل نيا ، فهيمه سلطانيان عليرضا فاتحی، آذر السادات شعبانی 
 

 

Journal of Control, Vol. 12, No. 4 Winter 2019  2931، زمستان 4، شماره 21مجله کنترل، جلد 

 

 

 [21]روش نيمه تحليلی اختلال هموتوپی، برای حل معادلات غيرخطی

   ديفرانسيل  معادلات، [29]جبری با مقادير اوليه-دستگاه معادلات ديفرانسيل

 .استو ... بكار گرفته شده [21]با مشتقات جزئی 

روش اختلال هموتوپی، ترکيبی از روش اختلال کلاسيک و روش 

روش اختلال، بر پايه وجود پارامتر و يا متغيرهای  . [19]باشد هموتوپی می

 است. برای بهبود اين روش وکوچک ) اختلال( در معادله بنا گذاشته شده

 2333در سال [21]ت بدون اختلال، جی هوان هی بكارگيری آن در معادلا

روش اختلال هموتوپی را معرفی کرد. به اين صورت که ابتدا، با بكارگيری 

مفهوم هموتوپی در توپولوژی، اقدام به ساخت يک معادله هموتوپی وابسته 

به معادله مورد نظر کرد. در اين معادله هموتوپی، پارامتر اختلال وجود دارد 

ی ر معادله هموتوپکند. سپس روش اختلال را بتغيير می [1و2]که در بازه 

بكار گرفت. در روش اختلال، ابتدا جواب معادله را به صورت يک سری 

يرد. گتوانی بر حسب پارامتر اختلال با ضرايب مجهول) تابع( در نظر می

سپس، با جايگزين کردن آن سری در معادله هموتوپی و برابر قرار دادن 

ود که شحاصل می ضرايب توانهای يكسان پارامتر اختلال، معادلات خطی

ح آيند. برای توضيبدست می وار آنها توابع مجهول در سریبا حل دنباله

 ايده اصلی روش اختلال هموتوپی، معادله ديفرانسيل زير را در نظر بگيريد:

𝐴(𝑥(𝑡)) − 𝑓(𝑡) = 0 , ℬ(𝑥) = 0    , 𝑡 ∈ 𝛺 (1) 

يک تابع تحليلی  f(t) و عملگر مرزی ℬعملگر ديفرانسيل کلی،  Aکه 

تقسيم  ℵو  ℒتوان به دو قسمت را می Aطور کلی عملگر معلوم است. به

( 1عملگر غيرخطی است. بنابراين معادله ) ℵعملگر خطی و  ℒکرد، که 

 توان به صورت زير بازنويسی کرد:را می

ℒ(𝑥(𝑡)) + ℵ(𝑥(𝑡)) − 𝑓(𝑡) = 0   , ℬ(𝑥) = 0 (2) 

,v(t(، ابتدا، يک هموتوپی 2برای حل معادله ) p): Ω × [0,1] → R 

 شود:کند ساخته میکه در شرط زير صدق می

ℋ(v, p) = ℒ(v(t, p)) − ℒ(x0(t)) + pℒ(x0(t))

+ pℵ(v(t, p)) − pf(t) = 0 
(3 )                     

,v(tکه  p) ،يک تابع مجهول p ∈ يک پارامتر جانشانی و  [0,1]

x0(𝑡) که بايد در شرايط  (2ز جواب معادله ديفرانسيل )يک تقريب اوليه ا

pوقتی ( واضح است 3) باشند. از معادلهکند، میمرزی صدق = است،  0

v(t, 0) = x0(t) و وقتی باشد میp = ,v(tاست،  1 1) = x(t). 

,v(tاز صفر تا يک، جواب  pبه عبارتی، با تغيير  باشد.می p) از x0(t) 

( به 3کنيد جواب معادله )فرضکند. تغيير می x(t) بهبطور يكنواخت 

 نوشته شود: pصورت يک سری از 

𝑣 = 𝑣0 + 𝑝𝑣1 + 𝑝
2𝑣2 +⋯   (21) 

,vi(t)که  i = 0,1, توابع مجهول هستند که طبق روش اختلال   …

pبا قراردادن . آيندبدست می =  جواب تقريبی معادله( 21در رابطه ) 1

 شود:( حاصل می2)

𝑥(𝑡) =  𝑙𝑖𝑚
𝑝→1

𝑣 = 𝑣0 + 𝑣1 + 𝑣2 +⋯       (22) 

 A(v)(، به عملگر 1به جواب واقعی معادله ) (22)سرعت همگرايی سری 

 و (3( در هموتوپی )21کردن رابطه )با جايگزين. [22] و [1]بستگی دارد 

در دو طرف تساوی، معادلات  pهای يكسان برابر قرار دادن ضرايب توان

 آيد:زير بدست می

ℒ(𝑣𝑚(𝑡))

= −ℵ𝑚−1(𝑣0(𝑡), 𝑣1(𝑡), … , 𝑣𝑚−1(𝑡)),𝑚

≥ 1, ℬ(𝑣𝑚) = 0 

(21)  

ℵ𝑖که  ,  i ≥  هستند: ℵدر عملگر غيرخطی  piضرايب  0

ℵ(v(t))

= ℵ0(v0(t)) + pℵ1(v0(t), v1(t))

+ p2ℵ2(v0(t), v1(t), v2(t)) + ⋯ 

(29) 

vm(t) ،mکه  ≥  آيند. ( به آسانی بدست می21با حل معادلات ) 1

 

روش پيشنهادی برای حل مساله کنترل  -5

 بين غيرخطی زمان پيوسته پيش

، مساله کنترل 2( بيان شد، طبق الگوريتم 1)همانطورکه در بخش 

نون با پذيرد. اکانجام میطور مكرر طی چهار گام بهبين زمان پيوسته پيش

توجه به ديناميک سيستم، تابعی هزينه و روش حل غير مستقيم مساله کنترل 

ين زمان پيوسته بتوانيم الگوريتم زير را برای حل مساله کنترل پيشمی بهينه

 هيم.ارائه د

 : [23] تابعی هزينه  و سيستم ديناميكی زير را در نظر بگيريد

 𝐽 =  ℎ(𝑥(𝑇), 𝑇) + ∫ 𝑔(𝑥(𝑡), 𝑢(𝑡), 𝑡)𝑑𝑡   
𝑇

𝑡0

 

 𝑥̇(𝑡) = 𝑓(𝑥(𝑡), 𝑢(𝑡), 𝑡)          

𝑦(𝑡) = 𝑘(𝑥(𝑡))                     

𝑥(𝑡0) = 𝑥0                             
 

(24) 

کننده که يک کنترل(، 24بين برای مساله )کننده پيشطراحی کنترل

باشد، به صورت حل دستگاه فيدبک در چارچوب کنترل افق لغزان می

  ود:شطبق الگوريتم زير در چهار گام انجام می جبری-دلات ديفرانسيلمعا

δ، گام بروزرسانی HPبين ابتدا افق پيش :2الگوریتم  > 0، 

ين بيک مقدار ثابت نيست ولی کوچكتر از افق پيش δکنيد که لزوما )توجه

ti+1بطوريكه  i≥0{ti}شود( و دنباله لحظات بروزرسانی تعريف می =

ti + δبگيريد.، را در نظر 
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زير به روش  (DAEs)جبری -حل دستگاه معادلات ديفرانسيل -2

ع های تقريبی تواباختلال هموتوپی برای بدست آوردن جواب

و کنترل  λMPC(t)حالت  ،  همxMPC(t)حالت 

uMPC(t) ، در بازه[ti, ti + HP): 

{
 
 
 
 
 

 
 
 
 
 
ẋ = f(x(t), u(t), t)                                                          

λ̇ = − [
∂f

∂x
(x(t), u(t), t)]

T

λ(t) −                                 

∂g

∂x
(  x(t), u(t), t)                                    

0 =
∂g

∂u
(x(t), u(t), t) + [

∂f

∂u
(x(t), u(t), t)]

T

λ(t)        

x(ti) = xi                                                                         

λ(ti + HP) =
∂h

∂x
(x(ti + HP))                                   

 

(15)  

در روش اختلال هموتوپی، ابتدا متناظر با هر يک از معادلات )جبری 

شود.  (، يک هموتوپی ساخته می21و ديفرانسيل( دستگاه )

هايی از ( به صورت سری21ای برای دستگاه )های تقريبیجواب

د شوبا ضرايب مجهول، مانند زير در نظر گرفته می sمرتبه دلخواه 

های ساخته شده، توابع که با جايگزين کردن آنها در هموتوپی

 آيند:مجهول سری بدست می

{

x(t) ≅ x̂(t) = x0(t) + px1(t) + ⋯+ p
sxs(t)

λ(t) ≅ λ̂(t) = λ0(t) + pλ1(t) + ⋯+ p
sλs(t)

u(t) ≅ û(t) = u0(t) + pu1(t) + ⋯+ p
sus(t)

     

pسپس با قرا دادن  = ( مشخص 21های تقريبی دستگاه )، جواب1

 شود:می

xMPC(t) = x0(t) + x1(t) + ⋯+ xs(t) 
λMPC(t) = λ0(t) + λ1(t) + ⋯+ λs(t) 
uMPC(t) = u0(t) + u1(t) + ⋯+ us(t) 

tبر سيستم در بازه  uMPC(t)اعمال کنترل  -2 ∈ [ ti, ti +

δ) .و ناديده گرفتن باقيمانده سيگنال کنترل 

 xMPC(t)با تابع حالت  ti+1تعيين حالت سيستم در لحظه  -3

xti+1 (،2آمده در گام )بدست = xMPC(ti+1). 

ti+1 سانی بعدیتكرار فرايند فوق برای لحظه بروزر -4 =

ti + δ . 

( به روش اختلال هموتوپی، مقادير اوليه 21برای حل دستگاه )

، مشخص نيست. لذا، ابتدا به صورت مجهول λ(t0)متغيرهای هم حالت، 

λ(t0) = α , α ∈ R
n شوند. سپس، بعد از حل در نظرگرفته می

+ λ(tiبا توجه به شرط مرزی  αمقادير مجهول ، دستگاه، HP) =

∂h

∂x
(x(ti + HP))  آيند.بدست می 

 
1 Sampled Data 
2 Linear Time Invariant  

برای پياده سازی کنترل کننده طراحی شده زمان پيوسته آن   :1نکته

 سازی درنماييم که اثر گسستهسازی میپياده 2داده-را به صورت نمونه

 شود.ديده های ديجيتالیکننده پيوسته طراحی شده در  سيستماجرای کنترل

 پایداری 1-5

مسائل افق  ای از، يک مساله کنترل بهينه افق نامتناهی با دنبالهMPCدر 

ه شود. بطور کلی، بمیمتناهی در چارچوب کنترل افق لغزان تقريب زده

سته تضمين ببين متناهی، پايداری سيستم حلقه خاطر استفاده از افق پيش

مختلفی  هایها و تكنيکشده نيست. به منظور دستيابی به پايداری، روش

با در نظرگرفتن فرضياتی بر ديناميک سيستم، ، [11]است. در ارائه شده

X(t)جمله جريمه حالت نهايی  + HP))
T
P(X(t + HP))  را به

𝑋(𝑡تابعی هزينه و قيد نامساوی نهايی  + 𝐻𝑃) ∈ Ω  را به قيود مساله

 نمايد. سپس، وجود و نحوه انتخاب ماتريسباز اضافه میينه حلقه کنترل به

شرط پايداری حلقه ای که به گونه  Ωو ناحيه نهايی 𝑃 جريمه حالت نهايی

البته شرايط بيان شده برای . [22، 2قضيه ] دهدرا نشان می  بسته تضمين شود

باشند. وجود قيد نامساوی نهايی افزوده، پايداری، کافی است و لازم نمی

حل مساله کنترل بهينه حلقه باز را دشوار می کند و اجرای آنلاين مساله از 

دهد که يک نشان می [12]نظر زمان محاسباتی با مشكل روبرو می شود. در 

تواند برقراری قيد نامساوی نهايی را بين میانتخاب مناسب از افق پيش

شرايط پايداری سيستم  [11، 2قضيه ] سپس، در  .[11، 1لم ]  تضمين نمايد

های افق کنندهآناليز پايداری کنترل ،[11]حلقه بسته را بيان می کند. در 

-لغزان را بر اساس تابع لياپانوف به عنوان جمله جريمه نهايی بررسی شده

ه بينی که پايداری سيستم حلقه بستوجود افق پيش [11، 4قضيه ] است. در 

 کند.تضمين کند، بيان میرا 

 

 سازیهای عددی و شبيهمثال -6
خواهيم به منظور نشان دادن قابليت و کارايی در اين بخش، می

 سازیهمراه نتايج حاصل از شبيه، چند مثال عددی به1الگوريتم پيشنهادی 

ی دانيم عوامل مختلفی بر روهمانطور که میمربوطه ارائه نماييم. از طرفی،  

پاسخ تاثيرگذار است. لذا در مثالهای ارائه شده، برخی از اين موارد کيفيت 

ر با بين خطی نامتغي، يک مسئله کنترل پيش2در مثال است. نيز بررسی شده

شود، تا ايده کلی روش روشن شود. علاوه بر آن در حل می )LTI(1زمان

روش  دنکننده، مقاوم بوبين بر کنترلتاثير انتخاب افق پيشاين مثال، 

ن گسسته بين زماپيشنهادی و مقايسه روش پيشنهادی با روش کنترل پيش

، کارايی روش پيشنهادی برای 1. در مثال نيز مدنظر قرار گرفته است

( LTV) 9خطی متغير با زمان سيستم پيوسته بينپيشکننده طراحی کنترل

های وزنی بر تاثير ماتريسهمراه به (MIMO)4چند ورودی چند خروجی

، ديناميک غيرخطی زمان پيوسته هليكوپتر 9شود. در مثال بررسی میآن 

3 Linear time varying 
4 Multi Input Multi Output 
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آزمايشگاهی که در بخشی از فضای کاری پايدار و در بخش ديگر ناپايدار 

در بخش اول اين مثال، حذف است. است، در فضای حالت آورده شده

ه ر نقطخطای حالت ماندگار و در بخش دوم مثال، اعمال روش پيشنهادی د

 ست. اکار ناپايدار سيستم و امكان پايدارسازی آن مورد بررسی قرار گرفته

 بين زمان پيوسته خطی نامتغير با زمانکنترل پيش 1-6

ين بر بدر اين بخش، ايده کلی روش پيشنهادی، تاثير انتخاب افق پيش

ن زمان گسسته بيکنترل کننده، مقايسه روش پيشنهادی با روش کنترل پيش

 ود.شدر نهايت مقاوم بودن روش پيشنهادی به صورت عددی بررسی میو 

( زمان پيوسته با SISO)2: مساله يک ورودی يک خروجی2مثال  

 سيگنال مرجع خروجی زير را در نظر بگيريد:
ẋ(t) = −0.1x(t) + u(t)                                                   

y(t) = 0.1x(t)                                                                  
yref = 0.5χ[10,20) + 0.75χ[20,30)  + 0.25χ[30,∞)       

 

(29)          
 که تابع خی عبارت است از

(21)                                                    𝜒[𝑎,𝑏) = {
0            𝑡 < 𝑎
1    𝑎 ≤ 𝑡 < 𝑏
0            𝑡 ≥ 𝑏

   

کردن سيگنال مرجع بوسيله بين برای دنبالکننده پيشهدف طراحی کنترل

 گيريم:تابعی هزينه زير را در نظر می خروجی است، لذا

J = [y(tf) − yref(tf)]
TH [y(tf) − yref(tf)]

⏞                        
h

+∫ [y(t) − yref(t)]
TQ[y(t)

tf

t0

− yref(t)] + u
TRudt 

(22            ) 

جبری با -طبق روش پيشنهادی، برای تشكيل دستگاه معادلات ديفرانسيل

 نويسيم:را می زير شرايط مرزی، ابتدا تابع هميلتونين

     ℋ(x(t), u(t), λ(t), t) ≜ Q(0.1x(t) − yref(t))
2
+

Ru2(t) + λT(t)[−0.1x(t) + u(t))]                
(23) 

 خواهيم داشت: uنسبت به  گيری از اين تابعبا مشتق

 (11)                 ∂ℋ

∂u
= 2Ru + λ(t) = 0  ⟹ u =

−λ(t)

2R
   

 such that 
∂2ℋ

∂u2
= 2R > 0, 𝑅:ماتريس(اسكالر) معين مثبت                

ساله ط مرزی معادل مبه اين ترتيب، دستگاه معادلات ديفرانسيل با شراي

,t0]بر بازه بروزرسانی کنترل بهينه  tf] عبارت است از: 

{
  
 

  
 ẋ(t) = −0.1x(t) +

−λ(t)

2R
                                                       

λ̇(t) = −2Q(0.1x(t) − yref(t)). (0.1) + 0.1λ(t)           

x(t0) = x0                                                                               
∂h

∂x
|
t=tf

= 2H(0.1x(tf) − yref(tf)). (0.1) − λ(tf) = 0     

                                                   

  

(12) 

 
1 Single Input Single Output 

(، طبق روش اختلال هموتوپی به 12دستگاه ) sجواب نيمه تحليلی مرتبه 

 :شودرفته میصورت زير در نظرگ

{
x(t) ≅ x̂(t) = x0(t) + px1(t) + ⋯+ p

sxs(t)

λ(t) ≅ λ̂(t) = λ0(t) + pλ1(t) + ⋯+ p
sλs(t)

     

(11)    

باشند، که ( می12قريبی اوليه دستگاه )های تجواب λ0(t)و x0(t)توابع 

رفته در نظرگ معمولا به صورت توابع ثابت، برابر مقاديراوليه داده شده،

x0(t)  شوند يعنی می = x0 وλ0(t) = αتوابع مجهول . 

λi(t) و xi(t), i = 0, . . , s  شوند که در ای مشخصگونهبايد به

 x̂(t)ی های تقريبکنند )توجه شود که لزوما تابعشرايط اوليه مساله صدق

، آمدهباشند. نوع تابع بدستنمی sای مرتبه آمده، چندجملهبدست λ̂(t)و 

دله و جواب تقريبی اوليه در نظر گرفته شده از معادله به عملگرهای معا

 بستگی دارد(:

{
 

 
x̂(t0) = x0:    if  x0(t) = x0  then                              

x1(t0) = ⋯ = xs(t0) = 0

λ̂(t0) = α ∶    if  λ0(t) = α    then                               

 λ1(t0) = ⋯ = λs(t0) = 0

 

(19) 

ℒ راعملگر خطی  (12)همگن دستگاه اگر برای هر يک از معادلات  =

d

dt
با توجه به در نظر بگيريم،  ℵ عملگر غيرخطی، و جملات باقيمانده را 

 ( داريم:3هموتوپی )
d

dt
(x̂(t)) −

d

dt
(x0) + p

d

dt
(x0) =                                 

                   p (−0.1(x̂(t)) +
−1

2R
(λ̂(t)))  

 

 

   d

dt
(λ̂(t)) −

d

dt
(α) + p

d

dt
(α) = 

                    p (−0.2Q(x̂(t) − yref(t)) + 0.1 (λ̂(t)))                

(14)   

( و سپس، مساوی قرادادن 14( در روابط )11های )با جايگزين کردن سری

توان توابع میآمده از آن و حل معادلات بدست pهای يكسان ضرايب توان

 مجهول را بدست آورد:

x1(t) = ∫ (−0.1x0 +
−1

2R
α)

t

t0

dt              

x2(t) = ∫ (−0.1x1(t) +
−1

2R
λ1(t))

t

t0

dt 

⋮ 

λ1(t) = ∫ −0.2Q(x0 − yref(t) + 0.1α)
t

t0

dt       

λ2(t) = ∫ (−0.2Qx1(t) + 0.1λ1(t))
t

t0

dt             

⋮ 

 [
 D

O
I:

 1
0.

29
25

2/
jo

c.
12

.4
.1

 ]
 

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
88

34
5.

13
97

.1
2.

4.
6.

6 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c-
is

ic
e.

ir
 o

n 
20

26
-0

1-
30

 ]
 

                             7 / 14

http://dx.doi.org/10.29252/joc.12.4.1
https://dor.isc.ac/dor/20.1001.1.20088345.1397.12.4.6.6
http://joc-isice.ir/article-1-553-fa.html


8 
  به روش اختلال هموتوپیجبری با شرايط مرزی  –پيوسته با حل دستگاه معادلات ديفرانسيل  زمان بين غيرخطیکننده پيشطراحی کنترل

  ، رضا جميل نيا ، فهيمه سلطانيان عليرضا فاتحی، آذر السادات شعبانی 

 

 

Journal of Control, Vol. 12, No. 4, Winter2019  2931، زمستان 4، شماره 21مجله کنترل، جلد 

 

 

,xi(t) و λi(t)با حل معادلات فوق، توابع  i = 1, . . , s   مشخص

و تابع  x(t)هايی از تابع حالت (، تقريب11در روابط )  شوند. با قرادان می

u(t)و سپس به کمک  λ(t)هم حالت =
−λ(t)

2R
، تابع کنترل مشخص  

 شود.می

سازی با در نظرگرفتن پارامترهای مساله به صورت نتايج شبيه

، (تعداد جملات سری هموتوپی) s = 2R = 0.02 ،Q = H =

δ ، گام بروزرسانی  10 = HPو دو مقدار افق پيش بين 0.5 = 2,3 

های تقريبی تابع حالت و تابع است. جواب( نشان داده شده2در شكل )

HPآمده عبارت هستند از)کنترل بدست = 2:) 

x(t) =

{
 
 

 
 
 2 − 3.3148t                      [0,0.5]

0.6266 − 0.5679t           [0.5,1]

0.1560 − 0.0973t           [1,1.5]

 0.0351 − 0.0167t           [1.5,2]
⋮

 

 

u(t) =

{
 
 

 
 
9.688t −  3.1147                  [0,0.5]

1.6598t −  1.3635                [0.5,1]

0.2843t −  0.3757               [1,1.5]

0.04871t −  0.0887             [1.5,2]
⋮

  

 ،بينکنترل کننده پيششود، ( مشاهده می2همانطور که در شكل )

ا در بين دارد، لذا با توجه به پيشبينی خطمرجع را در طول افق پيش سيگنال

رجع اعمال م سيگنالآينده، سيگنال کنترل را زودتر از پيش آمدن تغيير در 

 .کندمی

، ابتدا [19]هبين زمان گسستبرای مقايسه روش پيشنهادی با کنترل پيش

Tsبرداری با در نظر گرفتن زمان نمونه = ( 29مساله زمان پيوسته )، 0.5

 کنيم:را به سيستم زمان گسسته تبديل می

{
𝑥(𝑘 + 1) = 0.9512 𝑥(𝑘) +   0.4877 𝑢(𝑘)

𝑦(𝑘) =  0.1𝑥(𝑘)                                             
 (11) 

 
، برای دو مقدار 2بين زمان پيوسته مثال ( پاسخ سيستم کنترل پيش2شكل 

HPبين افق پيش = 2,3 

 
بين زمان به دو روش کنترل پيش 2مقايسه پاسخ سيستم مثال  :(1شكل 

HPبين گسسته با افق پيشپيوسته و زمان  = 3 

 

 2بين پيوسته و گسسته مثال : نتايج مقايسه کنترل پيش2جدول 

 پله سوم پله دوم پله اول معيار

زمان 

 نشست

 31/1 91/1 11/1 پيوسته

 1/9 11/9 29/4 گسسته

نسبت حداکثر انحراف سيگنال 

 کنترل زمان گسسته به پيوسته

1411/2 4221/2 9393/2 

 

Tsبا توجه به  = Qd  ،های وزنی مساله زمان گسسته، ماتريس0.5 =

0.5Qc وRd = 0.5Rc سازی مقايسه حل مساله نتايج شبيه باشند.می

ا در بين گسسته ب( به روش کنترل پيش11( به روش پيشنهادی و مساله )29)

HP=3، Qcنظر گرفتن  = Rcو  10 = ( و 1در شكل )  0.02

شود که زمان نشست و دامنه مشاهده میاست. ( آورده شده2)جدول

رابر زمان بين زمان گسسته تقريبا يک و نيم بسيگنال کنترلی کنترل پيش

 پيوسته است.

در الگوريتم پيشنهادی، مقدار افق پيش بين در نظر گرفته شده فقط در 

ر با جبری متناظ-محاسبه مقدار شرط نهايی دستگاه معادلات ديفرانسيل

بين  توان گفت که افزايش افق پيششود لذا میه وارد میمسئله کنترل بهين

تا زمانيكه مرتبه هموتوپی ثابت باشد تاثيری در حجم محاسبات مربوط به 

ه، افزايش ستبين گسی ندارد. در حاليكه در کنترل پيشاجرای شبيه ساز

ه در زمان ک ها شدهبين باعث افزايش بعد ماتريسافق کنترل و افق پيش

 ها که در بدستها و عمليات مقدماتی ماتريسمحاسبه معكوس ماتريس

گذارد. برای نشان دادن اين آوردن سيگنال کنترل وجود دارد تاثير می

و  1 رابربين بمحاسبات با در نظر گرفتن افق پيشزمان  2موضوع، در مثال 

يير حاسبات تغدرصد تغيير می کند به عبارتی حجم م 21/1 بطور متوسط 9

 آنچنانی ندارد.  اين نتيجه ای است که از نظر تئوری هم انتظار می رفت.
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با توجه به وجود اغتشاشات نامعلوم و عدم تطابق دقيق مدل و پلنت، بحث 

اما . روش پيشنهادی از اهميت اساسی و مهمی برخوردار است 2مقاوم بودن

ميزان مقاومت روش به نامعينی در پارامترهای مدل به صورت  در اين مثال،

در روش پيشنهادی، مقدار حالت در هر بازه . شده استعددی  بررسی 

يری گبروزرسانی بر اساس تابع حالت بدست آمده از گام قبلی اندازه

شود. نتايج بررسی مقاوم بودن روش پيشنهادی، برای چهار حالت زير می

 شود:ده می( مشاه9در شكل )

I. گيری حالت سيستم در هر بازه بروزرسانی بر اساس تابع اندازه

  .حالت بدست آمده از حل مساله

II. گيری حالت سيستم در هر بازه بروزرسانی بر اساس اندازه

 (.29)اعمال سيگنال کنترل بدست آمده بر مدل 

III. گيری حالت سيستم در هر بازه بروزرسانی بر اساس اندازه

همراه با نامعينی  (29)اعمال سيگنال کنترل بدست آمده بر مدل 

 درنظر گرفته شده است. -11/1که مقدار ويژه آن 

IV. گيری حالت سيستم در هر بازه بروزرسانی بر اساس اندازه

همراه با نامعينی  (29)اعمال سيگنال کنترل بدست آمده بر مدل 

 درنظر گرفته شده است. - 1/1که مقدار ويژه آن 

شود، علی رغم اينكه سرعت پلنت ( مشاهده می9همانطور که در شكل )

حلقه باز دو برابر تغيير کرده است، پاسخ خروجی تغيير قابل توجهی ندارد. 

دهد که روش پيشنهادی، نسبت به تغيير نامعينی در سرعت اين نشان می

 لنت حلقه باز مقاومت خوبی دارد.   پ

 

 بين زمان پيوسته خطی متغير با زمانکنترل پيش 2-6

 زير را در نظر بگيريد:  LTVزمان پيوسته  MIMO: سيستم 1مثال

𝐱̇(t) = f(𝐱, 𝐮, t)

= [
0.25sint + 0.5 0

0 −0.25sin2t − 0.5
] 𝐱(t) 

+ [
0.5 0
0 2 + sint

] 𝐮(t) 

 (19)                                               𝐲(t) = [
1 0
−1 −1

] 𝐱(t)  

 : مقادير ويژه سيستم عبارتند از
{0.25sint + 0.5, −0.25sin2t − 0.5 | t ∈ ℝ}  

و  [0.25,0.75]های واضح است که مقادير ويژه در بازه

[−0.75,  کنند، لذا سيستم ناپايدار است.تغيير می [0.25−

𝐱(0)کنيد حالت اوليه سيستم فرض = [
0
3
يا خروجی متناظرش  [

𝐲(0) = [
0
−3
𝐲refو سيگنال مرجع  [ = [

1
1
باشد. هدف دنبال کردن  [

 
1 Robustness 

ته بين زمان پيوسسيگنال مرجع بوسيله خروجی به روش کنترل پيش

    گيريم:پيشنهادی است. لذا، تابعی هزينه زير را در نظر می

 J = [𝐲(tf) − 𝐲ref(tf)]
T [
H1 0
0 H2

] [𝐲(tf) − 𝐲ref(tf)]
⏞                            

h

+∫ [𝐲(t)
tf

t0

− 𝐲ref(t)]
T [
Q1 0
0 Q2

] [𝐲(t)

−  𝐲ref(t)] + 𝐮
𝐓 [
R1 0
0 R2

] 𝐮dt 

(11) 

  
، 2/1با مقادير ويژه  2شنهادی مثال ( بررسی مقاوم بودن روش پي9شكل 

 .1/1و  11/1

 دهيم:ابتدا تابع هميلتونين را تشكيل می

 (12 ) ℋ(𝐱(t), 𝐮(t), 𝛌(t), t) ≜ [𝐲(t) −

𝐲ref(t)]
T [
𝑄1 0
0 𝑄2

] [𝐲(t) − 𝐲ref(t)] +

𝐮𝐓 [
𝑅1 0
0 𝑅2

] 𝐮 +     𝛌T(t)f( 𝐱, 𝐮, t) 

 

 داريم: 𝐮گيری از آن نسبت به با مشتق
∂ℋ

∂𝐮
= 2 [

𝑅1 0
0 𝑅2

] 𝐮 + 𝛌T(t)
∂f(𝐱, 𝐮, t)

∂𝐮
= 𝟎  

⟹

{
 
 

 
 u1 =

−0.5

2R1
λ1(t)             

u2 =
−(2 + sint)

2R2
λ2(t)    

   

such that      
∂2ℋ

∂𝐮2
= 2 [

𝑅1 0
0 𝑅2

]

> 0, [
𝑅1 0
0 𝑅2

]   ماتريس معين مثبت:

(13                                                ) 

به اين ترتيب، دستگاه معادلات ديفرانسيل با شرايط مرزی مساله عبارت 

 است از:
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{
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 ẋ1(t) = (0.25 sint + 0.5)x1(t) + 0.5 (

−0.5

2R1
λ1(t) )                                                                                                

ẋ2(t) = (−0.25 sin2t − 0.5)x2(t) + (2 + sint) (
−(2 + sint)

2R2
λ2(t) )                                                                

 λ1̇(t) = −2Q1(x1(t) − y1ref(t)) + 2Q2(−x1(t) − x2(t) − y2ref(t))  − 0.25sintλ1(t) − 0.5λ1(t)             
 

 λ2̇(t) = 2Q2(−x1(t) − x2(t) − y2ref(t)) + 0.25sin2tλ2(t) + 0.5λ2(t)                                                           

𝐱(t0) = 𝐱𝟎                                                                                                                                                                

 
∂h

∂x1
|
t=tf

= 2H1(x1(tf) − y1ref(tf)) − 2H2(−x1(tf)−x2(tf) − y2ref(tf)) − λ1(tf) = 0                                 

  
∂h

∂x2
|
t=tf

= −2H2(−x1(tf)−x2(tf) − y2ref(tf)) − λ2(tf) = 0                                                                               

𝛌(t0) = 𝛂                                                                                                                                                                         
                                              

(91) 

طبق روش اختلال هموتوپی به  (،91دستگاه ) sتحليلی مرتبه جواب نيمه

 شود:صورت زيردر نظرگرفته می

{
 
 

 
 x1(t) ≅ x̂1(t) = x01(t) + px11(t) + ⋯+ p

sxs1(t)

x2(t) ≅ x̂2(t) = x02(t) + px12(t) + ⋯+ p
sxs2(t)

λ1(t) ≅ λ̂1(t) = λ01(t) + pλ11(t) + ⋯+ p
sλs1(t)

λ2(t) ≅ λ̂2(t) = λ02(t) + pλ12(t) + ⋯+ p
sλs2(t)

 

(92                              ) 

,xij(t) و λij(t)توابع مجهول j = i  و 1,2 = 0, . . , s   را

 آوريم که:ای بدست میگونهبه

{
 

 
𝐱̂(t0) = 𝐱𝟎,       if  𝐱𝟎(𝐭) = 𝐱𝟎        

then 𝐱𝟏(𝐭𝟎) = ⋯ = 𝐱𝐬(𝐭𝟎) = 𝟎      

𝛌̂(t0) = 𝛂,          if  𝛌𝟎(𝐭) = 𝛂        

then 𝛌𝟏(𝐭𝟎) = ⋯ = 𝛌𝐬(𝐭𝟎) = 𝟎        

 

(91)        
عملگر خطی را  (91)همگندستگاه اگر برای هر يک از معادلات 

ℒ =
d

dt
ℵ عملگر غيرخطیو   = f(𝐱, 𝐮, 𝛌) و برای  در نظر بگيريم

را قرار  t0حول نقطه  rه دلخواه بسط تيلور مرتب، f(t)توابع متغير با زمان 

 دهيم:

g1 = taylor(sint, t0, r) 
g2 = taylor(sin2t, t0, r)   

 ( داريم:3با توجه به هموتوپی) آنگاه

 

{
 
 
 
 
 
 

 
 
 
 
 
 d

dt
(x̂1(t)) −

d

dt
(x01) + p

d

dt
(x01) = p((0.25 g1 + 0.5)x̂1(t) + 0.5 (

−0.5

2R1
λ̂1(t)) )

 
d

dt
(x̂2(t)) −

d

dt
(x02) + p

d

dt
(x02) = p(

(−0.25 g2 − 0.5)x̂2(t) +

(2 + g1) (
−(2 + g1)

2R2
λ̂2(t))      

)                       

d

dt
(λ̂1(t)) −

d

dt
(α1) + p

d

dt
(α1) = p(

−2Q1(x̂1(t) − y1ref(t)) +

2Q2(−x̂1(t) − x̂2(t) − y2ref(t))  −

0.25g1λ̂1(t) − 0.5λ̂1(t)

)              

d

dt
(λ̂2(t)) −

d

dt
(α2) + p

d

dt
(α2) = p(

2Q2(−x̂1(t) − x̂2(t) − y2ref(t)) +

0.25g2λ̂2(t) + 0.5λ̂2(t)
)                

   

 

(99) 

( و حل معادلات 99در ) pهای يكسان با مساوی قرادادن ضرايب توان

وابع ت نددار  توان توابع مجهول را بدست آورد. سپس، با قراآمده میبدست

و تابع هم  𝐱(t)هايی از  تابع حالت (، تقريب92آمده در معادلات )بدست

 شود.مشخص می 𝐮(t)(، تابع کنترل 13و سپس به کمک ) 𝛌(t)حالت 

 

sسازی با در نظرگرفتن پارامترهای مساله به صورت تايج شبيهن = 3 

𝑟)تعداد جملات سری هموتوپی(،  = )مرتبه سری تيلور(، گام  3

δ  بروزرسانی = HPبين ، افق پيش0.1 = های وزنی زير و ماتريس 2

 شود. ( ديده می4در شكل )

 

I. R = [
0.1 0
0 0.1

] , Q = [
10 0
0 2

] , H = [
10 0
0 1

] 
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II. R = [
1 0
0 1

] , Q = [
10 0
0 2

] , H = [
10 0
0 1

] 

III. R = [
1 0
0 1

] , Q = [
20 0
0 5

] , H = [
20 0
0 2

] 

انتخاب  آمده برایهای تقريبی تابع حالت و تابع کنترل بدستجواب

 ( عبارت هستند از:Iهای وزنی )ماتريس

x1(t) = {
  4.5900t − 2.5000t2 + 0.1912t3                                                                                             [0,0.1]

0.0726 + 4.0445t − 4.2969 t2 + 0.1508t3 − 0.0036t4 − 0.0002t5                                 [0.1,0.2]
⋮

      

x2(t) = {

3 − 48.1927t + 136.2786t2 + 103.1506 t3 + 19.1210t4 − 0.1946t5                       [0,0.1]

1.5171 − 22.1763t +  32.1109 t2 + 27.5618 t3 + 4.0592 t4 − 0.5013t5 +                               
0.0155t6 − .0006t7                                                                                                                               [0.1,0.2]

⋮

      

u1(t) = {
9.1799 − 14.5900t − 100.7648t2 − 78.9141t3 − 9.6559t4                                          [0,0.1] 

8.2591 − 26.3414t + 31.8454t2 − 19.6921t3 − 2.3895t4 + 0.1688t5 − 0.0028t5  [0.1,0.2]
⋮

 

u2(t) = {

−23.3464 + 136.6536t − 766.6469t2 − 717.9417t3 − 188.4085t4 − 19.8201t5[0,0.1] 

−12.9709 + 75.4939t − 158.1542t2 − 185.4210t3 − 47.3085t4 − 2.4951t5 +                 
0.6232t6 − 0.0262t7 + 0.0004t8                                                                                         [0.1,0.2]

⋮

 

های وزنی شود که با تنظيم ماتريس(، ديده می4به نتايج شكل )با توجه 

توان خطای ماندگار و نوسانات پاسخ سيستم را کاهش داد. در اين مثال، می

( است که Iهای وزنی فوق، انتخاب )های ماتريسبهترين پاسخ در انتخاب

 کند.خروجی اول تقريبا بدون نوسان سيگنال مرجع را دنبال می

 
های ماتريس با انتخاب 1بين پيوسته مثال پاسخ سيستم کنترل پيش (4شكل 

   IIIو  I ،IIوزنی 

ال مثبين زمان پيوسته غيرخطی )کنترل پيش 6- 3

 CE150 )   [11]هليکوپتر مدل کاربردی 

ده کنندر اين بخش عملكرد روش پيشنهادی برای طراحی کنترل

در  شود.بررسی می CE150بين برای هليكوپتر آزمايشگاهی مدل پيش

ی صفحات چرخش اصلی و جانبی ثابت هستند و تنها زاويه هليكوپتر،

ی عمودی و افقی با ای در دو صفحهها، حفظ تعادل زاويهکارکرد پره

های کنترلی هليكوپتر باشد. تنها ورودیمی φو  ψای های زاويهمشخصه

نشان داده  2uو  1uهای آن است. که به ترتيب با تعداد دور چرخش پره

ی عمودی ی اصلی عمدتا در صفحهشوند. گشتاور توليد شده توسط پرهمی

Elevation (ψتاثير می )انبی ج یگذارد و گشتاور توليد شده توسط پره

با بررسی شرايط  ( تاثير دارد.φ) Azimuthی افقی در صفحه

مطمئن افقی و عمودی   SISOپذيری دو زير سيستم پذيری و رويتکنترل

 .شويم که هر دو قابل کنترل هستندمی

در عمل با بستن افقی است.  ، SISO در اين بخش هدف، کنترل مسير مجزای

ر د ای که برای سلب حرکت از هليكوپترهر يک از دو پيچ جداگانه

اند، و فرمان ندادن به ورودی مسير های افقی و عمودی تعبيه شدهصفحه

مستقل به وجودآورد. برای شروع  SISOتوان دو زير سيستم قفل شده، می

معادلات ديفرانسيل غيرخطی فضای حالت ابتدا، کننده، کنترل طراحی

 گيريم:حاکم بر هليكوپتر را در نظر می

fψ(𝐱(t), u1(t), t)

=

[
 
 
 
 
 

x2
1

I
(−τgsin(x1) − Bφx2 + a1x3

2 + b1x3)

x4
1

T1
2
(u1 − x3 − 2T1x4)

]
 
 
 
 
 

 

𝐱(t) = [

x1
x2
x3
x4

] = [

ψ

ψ̇
α
α̇

]                                                                                                                                   

(94)                                          gψ(𝐱(t), u1(t), t) = [x1]   
شده، چهارمتغير حالت وجود دارد که حالت و ديناميكی بياندر مدل 

ود نمايند و يک متغير کنترل وجرفتار سيستم را در هر لحظه بيان می

ر کند. پارامترهای اين مدل ددارد که نحوه رفتار سيستم را کنترل می

 آورده شده است. 1جدول 

 
 (9: پارامترهای فضای حالت سيستم ديناميكی مثال )1جدول 

   
𝛕𝐠 = 𝟎.𝟎𝟕𝟓𝟓   

 

د، برای شوکه تابعی هزينه بر اساس متغيرهای حالت نوشته میآنجايی از

، حالتی که 𝐲𝒅  ، با فرض خروجی مرجع𝐱̂ی تعادل بدست آوردن نقطه

3.01 T0054.0I1807.01 a

0011.0B0028.01 b
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باشد، معادلات زير قرار داشته  𝐫ی هليكوپتر مستقيما رو به جلو و با زاويه

 بايستی حل شود:

{
𝑥̇(𝑡) = 𝑓(𝑥(𝑡), 𝑢(𝑡), 𝑡) = 0           

𝑦𝑑 = 𝑟                                          
 (91) 

 آيد:ا حل معادلات فوق نقطه تعادل بدست میب

𝐢𝐟 𝐲𝒅 = 𝟕𝟎
𝟎 = 𝟎. 𝟗𝟑𝟗𝟕(𝐫𝐚𝐝𝐢𝐚𝐧)    𝐭𝐡𝐞𝐧     𝐱̂

= [𝟎. 𝟗𝟑𝟗𝟕 , 𝟎, 𝟎. 𝟔𝟏𝟖𝟗, 𝟎] 𝐓   𝐚𝐧𝐝    𝐮̂ = [𝟎. 𝟔𝟏𝟖𝟗] 

if  y𝑑 = 90
0 = 1.5708(radian)    then     x̂

= [1.5708,0,0.6387,0] T    and     û = [0.6387] 
 ننده،کهدف حفظ هليكوپتر در نقطه تعادل است، لذا برای طراحی کنترل

 گيريم:تابعی هزينه را به صورت زير در نظر می

min J = [x1(tf) − x1ref(tf)]
TH1[x1(tf) −

x1ref(tf)] + [x3(tf) − x3ref(tf)]
TH3[x3(tf) −

x3ref(tf)] + ∫ [x1(t) − x1ref(t)]
TQ1[x1(t) −

tf
t0

x1ref(t)] + [x3(t) − x3ref(t)]
TQ3[x3(t) −

x3ref(t)] + u
TRudt           

(99) 

،  با حل دستگاه معادلات ديفرانسيل با شرايط مرزی زير با 1طبق الگوريتم 

نترل ،  تابع حالت و تابع کروش اختلال هموتوپی در هر زير بازه بروزرسانی

 آيند:میبدست بهينه

{
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
ẋ1 = x2                                                                             

ẋ2 =
1

I
(−τg sin(x1) − B∅x2 + a1x3

2 + b1x3)          

ẋ3 = x4                                                                             

ẋ4 =
1

T1
2 (−x3 − 2T1x4 −

1

T1
22R

λ4)                              

λ̇1 = −2Q1(x1 − x1d) +
τg

I
λ2 cos(x1)                      

λ̇2 = −λ1 +
B∅
I
λ2                                                            

λ̇3 = −2Q3(x3 − x3d) −
2a1
I
λ2x3 −

b1
I
λ2 +

1

T1
2 λ4 

λ̇4 = −λ3 +
2T1

T1
2 λ4                                                         

u =
−1

T1
22R

λ4                                                                     

                                                           

 

(91)      
 با شرايط مرزی

{
 

 
x1(t0) = x10
x2(t0) = x20
x3(t0) = x30
x4(t0) = x40

                

 و

{
 

 
2H1(x1(tf) − x1ref) − λ1(tf) = 0

λ2(tf) = 0                                         

2H3(x3(tf) − x3ref) − λ3(tf) = 0

λ4(tf) = 0                                         

 

(92   )            

°70 کوپتر در زاويهسازی، برای حفظ موقعيت هلینتايج شبيه =

1.2217(𝑟𝑎𝑑) ( 1) ، در شكل9پارامترهای داده شده در جدول ، با

توابع حالت های تقريبی روش پيشنهادی، جواب طبقاست. شدهنشان داده

مربوط به شكل  9امترهای جدول با در نظرگرفتن پار و تابع کنترل مساله

  عبارت هستند از: (1)
x1(t)

= {
1.0472 + 0.3153t2                                 [0,0.05]   

1.0472 + 0.0017t + 0.2966t2            [0.05,0.1]
⋮

      

x2(t)

= {
0.6306t − 0.0642t2                                [0,0.05]   

0.0003 + 0.6481t − 0.5495t2              [0.05,0.1]
⋮

     

x3(t)

= {
0.6093 − 0.2476t2                                [0,0.5]     

0.6095 − 0.0138 t − 0.0462 t2           [0.05,0.1]
⋮

       

x4(t)

= {
−0.4952 + 2.5437t2                            [0,0.05]

 −0.0080 − 0.3240t + 2.3161t2         [0.05,0.1]
⋮

      

u(t)

= {
3.6041  − 97.4538t +  614.1250 t2  [0,0.05]   

9.8578 − 155.3022t +  597.2224t2  [0.05,0.1]
⋮

   

 ع از نقطهشود، با شرو( ديده می1همانطورکه در شكل)

[1.0472,0,0.6093,0] (60° = 1.0472(𝑟𝑎𝑑) و اعمال تابع )

کنترل بدست آمده بر هليكوپتر، سيستم، مسير مرجع را با خطای حالت 

گير به برای حذف خطای حالت ماندگار، انتگرال کند.ماندگار دنبال می

شود. تا اضافه می 1های سيستم کنيم. با اين کار تعداد حالتمساله اضافه می

تم جديد و بين پيوسته برای اين سيسسازی مسئله کنترل پيشنتايج شبيه

 است.( آورده شده9های وزنی، در شكل )تنظيم مجدد پارامترهای ماتريس

در اين بخش، هدف، بررسی طراحی کنترل کننده به روش پيشنهادی 

ه کبرای يک سيستم ناپايدار و امكان پايدارسازی آن است. از آنجايی

درجه به  21درجه پايدار است، اما از زاويه حدود  11ليكوپتر در زاويه ه

 31بين برای زاويه کننده پيشلذا طراحی کنترل ، [11]  باشدبالا ناپايدار می

تن سازی، با در نظرگرفشود. نتايج شبيهراديان( بررسی می1112/2) درجه

 شود.( مشاهده می1در شكل ) (،1شكل ) 9پارامترهای جدول 
(، 1انتگرالگيرشكل)درجه بدون  11، برای زاويه 9مثال : پارامترهای9جدول 

 (1درجه شكل ) 31زاويه  ( و9گير شكل )با انتگرال
 پارامترها (1شكل) (9شكل) (1شكل)

2 2 2 HP 

3 3 3 s 

0.1 0.1 0.05 𝛿 

0.25 1 1 R 

0.25,1,10,20 8 8 H1 = H3 

10 80 80 Q1 = Q3 
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 درجه  11بين زمان پيوسته هليكوپتر برای زاويه کنترل پيش( پاسخ 1شكل 

 

 
درجه با  11بين زمان پيوسته هليكوپتر برای زاويه ( پاسخ کنترل پيش9شكل 

 گير و تنظيم پارامترهااضافه کردن انتگرال

 

 
 درجه 31بين زمان پيوسته برای حفظ زاويه ( پاسخ کنترل پيش1شكل 

 H برای مقادير مختلف ماتريس وزنی، 9راديان( مثال 1112/2)

 

-ت هلیايم وضعيکننده توانستهشود با طراحی کنترلهمانطورکه ديده می

هدف از نتايج ارائه شده در شكل درجه  حفظ کنيم.  31کوپتر را در زاويه 

ود ش(،  نشان دادن رابطه خطای ماندگار با ماتريس وزنی است و ديده می1)

تايج نتوان خطای ماندگار را تنظيم نمود. وزنی میهای که با تنظيم ماتريس

Hهای وزنی متفاوت برای ماتريس = -آورده شده  0.25,1,10,20

 است.

 

 گيرینتيجه-5
که در کارهای انجام شده در زمينه طراحی کنترل کننده از آنجايی

ته را نهايتا به شكل يک سيستم زمان گسسبين زمان پيوسته، مساله پيش

رکه همانطو اند.از طرفیو به صورت زمان گسسته حل نمودهتبديل نموده 

غنای خوبی از  پيوستهدانيم موضوع کنترل مقاوم در فضای زمان می

بين در پيشنهاد کنترل پيشاين مقاله های از انگيزهها . لذا اينبرخوردار است

بين کننده پيششود که طراحی کنترلو نشان داده می زمان پيوسته است

-با يک دستگاه معادلات ديفرانسيل های غيرخطی زمان پيوسته،سيستم

. با حل متوالی دستگاه مذکور، شرايط مرزی معادل استبا  (DAEs)جبری 

-تحليلی اختلال هموتوپی، تابع کنترل و تابع حالت بدست میبه روش نيمه

ت های بروزرسانی ثابتابع کنترل را در بازههايی که آيد. بر خلاف روش

کنند، در اين روش، تابع کنترل و تابع حالت بهينه برای تمامی میفرض 

شود اين ها نيز ديده میشوند. همانطور که در مثالمشخص می هازمان

روش قابليت حل مساله زمان پيوسته خطی، غير خطی، نامتغير بازمان و متغير 

ارد و د حل مساله به روش پيشنهادی زمان محاسباتی بالايیبا زمان را دارد. 

های کند مانند فرايندهای شيميايی که زمان در حال حاضر تنها برای سيستم

برداری بالايی دارند مناسب است.  بحث کاهش زمان محاسباتی در نمونه

روش پيشنهادی کنترل پيش بين زمان پيوسته، موضوع تحقيقاتی آتی 

هميت ا باشد. همچنين، بحث مقاوم بودن روش پيشنهادی ازنويسندگان می

بسزايی برخوردار است و در مثال اول، مقاوم بودن روش به صورت عددی 

با اين وجود بديهی است بررسی تحليلی اين مسئله بررسی و نشان داده شد. 

 .نياز به تحقيقات بيشتری دارد
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