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له بهبود عملكرد رديابي خط سير زماني مرجع برای يک ربات شبه اتومبيل با قيود غيرهولونوميک در حضور  أدر اين مقاله، مس:  چکیده 

های پارامتری بررسي شده است. به همين منظور، ابتدا معادلات ديناميک و سينماتيک ربات  ها و عدم قطعيتاغتشاشات خارجي، غير خطي

گردد. کنترل کننده  مي شود و سپس برای رديابي ربات شبه اتومبيل از روش نگاه به جلو در فضای دو بعدی استفاده مي شبه اتومبيل توصيف

منتقد طراحي خواهد شد و به   -پيشنهاد شده به کمک تكنيک کنترل سطح ديناميكي همراه با يادگيری تقويتي مبتني بر شبكه عصبي بازيگر

تأثيرات گردد. همچنين، برای بهبود عملكرد حالت  اغتشاشات خارجي، يک کنترل کننده مقاوم تطبيقي پيشنهاد مي  منظور مقابله و جبران 

های نامعلوم  گذرا و حالت ماندگار از روش عملكرد از پيش تعريف شده استفاده خواهد شد. يک شبكه عصبي بازيگر برای تخمين غيرخطي

گيرد. در ادامه، روش لياپانوف مستقيم برای يابي عملكرد سيستم مورد استفاده قرار ميها و يک شبكه عصبي منتقد برای ارزو عدم قطعيت

ي  اثبات پايداری سيستم کنترل حلقه بسته و کرانداری نهايي يكنواخت خطاهای رديابي، به کار گرفته خواهد شد. در انتها، اثر بخشي و کارآي

 تاييد مي شود.طرح کنترلي پيشنهادی با استفاده از نرم افزار متلب 

بازيگر، شبكه  کلمات کلیدی:   مقاوم تطبيقي، شبكه عصبي  يادگيری تقويتي، کنترل کننده  به جلو،  نگاه  اتومبيل،کنترل  ربات شبه 

 .عصبي منتقد

Look-ahead control of a car-like mobile robot via reinforcement learning 

Nastaran Ranjkesh, Khoshnam Shojaei 

Abstract: In this paper, the performance improvement problem of a reference trajectory tracking 

for a car-like mobile robot with nonholonomic constraints in the presence of external disturbances, 

nonlinearities and uncertain parameters is investigated. For this purpose, at first the dynamic and 

kinematic equations of the car-like mobile robot are expressed and then the look-ahead control 

method in two dimensional is used for the tracking of the car-like mobile robot. The purposed 

controller will be designed by using the dynamic surface control method with the reinforcement 

learning based on the actor-critic neural network and an adaptive robust controller is proposed to 

compensate the effects of external disturbances. Moreover, the prescribed performance control 

method will be utilized to improve the transient state and steady state. An actor neural network is 

used to estimate unknown nonlinearities and uncertainties and a critic neural network is employed to 

evaluate system performance. In the sequel, the direct Lyapunov method will be used to prove the 

closed-loop control system stability and uniform ultimate boundedness of tracking errors. Finally, 

the effectiveness and efficiency of the proposed control scheme are confirmed by using MATLAB 

software. 

 Keywords: Actor neural network, Adaptive robust controller, Car-like mobile robot, Critic neural 

network, Look-ahead control, Reinforcement learning
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 مقدمه -1

ای از هوش مصنوعي بر روی شناسايي  عنوان شاخهيادگيری ماشين به  

های  های هوشمند مبتني بر دادهخودکار الگوهای پيچيده و تصميم گيری 

کند. تكنولوژی يادگيری، در يادگيری ماشين به سه دسته  موجود تمرکز مي

، 2نظارت بدونيادگيری  -2،  1شدهنظارتيادگيری  -1شود:  تقسيم بندی مي

شده    یريادگيدر  .  ]1[  3يتي تقو   يادگيری-3 داده نظارت  های  مجموعه 

شوند. در اين نوع يادگيری، ورودی به دو گروه تست و آموزشي تقسيم مي

های برچسب گذاری شده برای  خروجي يا داده  -های ورودی  جفت نمونه 

ها،  باشند که قادر به تخمين خروجيآموزش مدل با هدف ايجاد تابعي مي

شوند.  های جديد به آن معرفي خواهد شد، استفاده ميورودیدر زماني که  

باشد که به ناظر نياز خواهد  هايي مييادگيری نظارت شده جزء الگوريتم

. در يادگيری بدون نظارت برخلاف يادگيری نظارت شده،  ]2-3[داشت

ويژگي يادگيری  اين  ندارد.  وجود  ناظری  و  صحيح  پاسخ  های  هيچ 

داده  از  را  مختصری  از  آموزد وسعي ميميها  را  و ساختارها  الگوها  کند 

-جديدی معرفي مي  های بدون برچسب کشف کند و زماني که داده داده 

ای  های آموخته شده قبلي را برای شناسايي دستهشود، اين يادگيری ويژگي

داده  مياز  استفاده  بعض  .]4-5[کندها  خروج  يدر  موارد    ستم،يس   ياز 

اعمال  يتوال ااست.    4از  تنها  ک ي  ،موارد  نيدر  به  ن  ييعمل  و    ستيمهم 

را    ح صحياز اعمال    ياست که توال   5ي استي دارد آن س  ت يکه اهم  ایمسئله

ا  دنيرس  یبرا مطلوب  در  جاديبه هدف  ب  نيا  کند.  عنوان    يانيموارد،  به 

و    نيبهتر ندارد  در هر حالت وجود  در صورت  کيعمل  مطلوب    يعمل 

دراين حالت، يادگيری ماشين   مطلوب باشد.  استياز س  ياگر قسمت  ،است

ها را ارزيابي کند و توالي از اعمال خوب  بايد قادر باشد به خوبي سياست 

گذشته را برای ايجاد سياست مناسب ياد بگيرد. چنين يادگيری، يادگيری  

  6. اين نوع يادگيری يک روش يادگيری برخط ]6[شودتقويتي ناميده مي

روش با  که  متفاوت  است  نظارت  بدون  و  شده  نظارت  يادگيری  های 

. يادگيری تقويتي برای تعيين اعمالي با هدف به حداکثر رساندن  ]7[است

استفاده   7پاداش تجمعي پيش بيني شده در آينده، از مفهومي به نام عامل 

استمي محيط  در  اعمال  انجام  به  قادر  که  يادگيری  ]8[کند  درمسئله   .

شود که ضمن تعامل با محيط و کسب ي به عامل اين امكان داده ميتقويت

ای جايگزين کند که سيگنال  ها را برای انجام اعمال به گونهتجربه، موقعيت

شود  گفته نمي  8. در حقيقت به يادگيرنده]9[پاداش عددی ماکزيمم شود

کدام عمل بايد انجام شود، اما در عوض بايد کشف کند که کدام اعمال  

ناشي از رفتار درست پاداشي مثبت و کدام اعمال ناشي از رفتار نادرست  

به آزمايش  با  نتايج  اين  و  دارد  همراه  به  را  منفي  خواهند    دست  پاداش 

. در واقع عامل بايد به تجربيات خودش برای يادگيری متكي باشد  ]8[آمد

 
1 Supervised learning 
2 Unsupervised learning 
3 Reinforcement learning 
4 Actions 
5 Policy 

برا را  به دست آورد و عمل  را  از محيط  مناسب  ارزيابي  ی  و در هرعمل 

 . ]7[سازگاری با محيط اصلاح کند

هايي  امروزه به دليل پيشرفت فراوان علوم به ويژه فناوری، يافتن ماشين

کنند آسان تر شده است. اين  که به صورت خودمختار و هوشمند عمل مي

-ها به سيستم جابهشوند. برخي از رباتها به عنوان ربات شناخته ميماشين

دهد که از ميانه يک محيط  ها اين امكان را ميجايي مجهز هستند که به آن

-شناخته مي  9های متحرک ها به عنوان رباتخاص حرکت کنند. اين ربات

های  های متحرک اهميت قابل توجهي را در سال . کنترل ربات ]10[شوند

-اخير به دست آورده است و تحقيقات زيادی در زمينه کنترل رديابي ربات

توانند  ها مي. اين گونه ربات]11[شده است دار انجامهای متحرک چرخ

های مختلف اعم از شناخته شده و  از يک مكان به مكان ديگر و در محيط 

ناشناخته به صورت خود مختار و بدون کمک به اپراتور انساني منتقل شوند  

دهند انجام  را  دلخواه  وظايف  را    . ]12[و  خود  اطراف  محيط  ربات 

کند و  مبتني بر اين شناخت برنامه ريزی ميشناسايي کرده و عمل بعدی را  

مي انجام  دسترس  در  عملگرهای  از  استفاده  با  را  مناسب  عمل  -سپس 

ازجمله ربات]13[دهد اتومبيل  -های متحرک چرخدار مي. ربات شبه 

اين رباتب ايجاد شده  اشد.  تا در مسير  دارند  نياز  به يک کنترل کننده  ها 

ج موانع  به  برخورد  از  و  کرده  کنندحرکت  ربات]14[لوگيری  های  . 

  10های تحريک ناقص مقيد به قيود غير هولونوميک دار عمدتاً سيستمچرخ

سيستم ]15[هستند چنين  پارامترهای  .  جمله  از  معايبي  دارای  هايي 

قطعيت  عدم  و  ميغيرخطي  نميها  دليل  همين  به  طريق  باشند  از  توانند 

بدان   اين  پايدار شوند.  ثابت  نميبازخورد  که  کنترل  معناست  نظريه  توان 

خطي را برای حل مشكلات کنترل سيستم غير هولونوميک به کار برد. به  

ها  همين دليل، اين گونه مسائل کنترل غيرخطي، تعداد زيادی از پژوهش

های مختلف کنترل خودکار را برانگيخته اند. به سبب وجود  شامل تكنيک 

-ديابي خط سير زماني برای رباتها در دنيای واقعي خطای رعدم قطعيت 

مي وجود  به  هميشه  متحرک  نميهای  و  رودآيد  بين  از  با  ]16[تواند   .

های متحرک چرخدار، طراحي  وجود سادگي ظاهری مدل حرکتي ربات 

سيستمقانون  اين  برای  پايدار  کنترل  قيود  های  وجود  دليل  به  ها 

. به  ]17[ه شودتواند به عنوان يک چالش در نظر گرفتغيرهولونوميک مي 

ها به شدت غيرخطي است، برای طراحي  علاوه، به دليل آن که مدل ربات

تكنيک  به  نياز  کننده  غيرخطي  کنترل  کنترل  کنترل  های  جمله  از 

،  ]18[درباشد.  مي  ]20[بهينه و کنترل   ]19[،کنترل فازی]18[تطبيقي

زماني  بر طراحي يک کنترل کننده مدلغزشي تطبيقي برای رديابي خط سير  

است مرجعتمرکز کرده  در  ربات  ]21[.  زماني  سير  رديابي خط  برای   ،

کنترل  يک  درمتحرک  است.  شده  پيشنهاد  پسگام  ،کنترل  ]19[کننده 

ورودی   چند  فازی  زماني    -کننده  سير  خط  رديابي  برای  خروجي  چند 

، ]20[در مرجع مطلوب مختلف برای ربات متحرک طراحي شده است. 

6 Online 
7 Agent 
8 Learner 
9 Mobile robot 
10 Holonomic 
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های متحرک  ترل رديابي خط سيرزماني برای ربات برای بررسي مسئله کن

ها و اغتشاشات يک قانون  چرخدار غيرهولونوميک در حضور عدم قطعيت

در است.  پيشنهاد شده  بهينه  و روش  ]22[کنترل  بهينه  کنترل  از روش   ،

سيستم   تنها  نه  که  است  شده  استفاده  متحرک  ربات  کنترل  برای  مقاوم 

ها مقاوم کرده است،  رجي و عدم قطعيتغيرخطي را درمقابل اغتشاشات خا

، يک طرح کنترلي شبكه  ]23[در مرجع  کند. بلكه تابع هزينه را بهينه مي

های سرعت  عصبي تطبيقي برای يک ربات متحرک چرخدار با محدوديت

ای  مسئله کنترل رديابي برای دسته.  و قيود غيرهولونوميک بيان شده است

سيستم با  از  غيرخطي  بازيگرغيرخطي های  روش  طريق  از  نامعلوم    -های 

بررسي شده است. يادگيری تقويتي برای    ]24[منتقد تطبيقي در مرجع  

يافتن الگوی مناسب جهت رديابي مسير ربات متحرک مبتني بر يادگيری  

 پيشنهاد شده است.  ]25[تقويتي در 

سيستم  بهينه  کنترل  کنترل  مهندسي  در  مهمي  موضوع  غيرخطي  های 

هاميلتنباشمي معادله  به حل  نياز  بهينه  راه حل  يافتن  بلمن    -جاکوبي  -د. 

دارد که يک معادله ديفرانسيل غير خطي است. حل صريح اين معادله به 

های کنترل بهينه  . راه حلطور کلي بسيار دشوار يا حتي غير ممكن است

ين،  هستند و به دانش کامل از ديناميک سيستم نياز دارند. بنابرا  1برون خطي 

ها و تغييرات ديناميكي مقابله کنند. اين امر  ها قادر نيستند با عدم قطعيت آن

کننده  کنترل  توسعه  با  تا  است  برانگيخته  را  کنترل  بر  محققان  مبتني  های 

ای بهينه اجرا کنند. برای  يادگيری تقويتي، خودمختاری تطبيقي را به شيوه 

بلمن و رفع نياز به دانش کامل    - جاکوبي  -تقريب راه حل معادله هاميلتن

منتقد به طور گسترده برای يافتن    - در مورد ديناميک سيستم، ساختار بازيگر

، از يک ]27[. در  ]26[راه حل برخط برای اين معادله ارائه شده است

بازيگر   روش  از  استفاده  با  تطبيقي  بهينه  دسته  –کنترل  برای  از  منتقد  ای 

های مدل نشده پيشنهاد شده است.  حضور ديناميکهای غيرخطي در  سيستم

دسته]28[در برای  سيستم ،  از  پيوستهای  کنترل  -های  حل  راه  زمان 

مدلغزشي مبتني بر کنترل بهينه تطبيقي با استفاده از يادگيری تقويتي مبتني  

کنترل رديابي بهينه    ]29[منتقد پيشنهاد شده است. در    –بر روش بازيگر  

از استفاده  با  بازيگر    شده  بر  مبتني  تقويتي  يادگيری  برای    –روش  منتقد 

بررسي شده است.    2های پيوسته زمان غيرخطي غيرافاين ای از سيستمدسته

های  ای از سيستمهمچنين، يک طرح کنترلي پسگام بهينه شده برای دسته

های نامعلوم با استفاده از يادگيری تقويتي مبتني بر  فيدبک اکيد با ديناميک 

، يک طرح کنترل  ]31[پيشنهاد شده است. در    ]30[منتقد در  –بازيگر  

به کمک يادگيری    3های غيرخطي فيدبک اکيد بهينه تطبيقي برای سيستم

 تقويتي پيشنهاد شده است. 

ماندگار در  از آن جايي که  عملكرد کنترل در حالت گذرا و حالت  

سيستم از  طراحي  بسياری  است،  برخوردار  بالايي  اهميت  از  کنترل  های 

شده تعريف  پيش  از  عملكرد  از  کرده   4محققان  زماني  استفاده  اما  اند. 

مطلوب برای رسيدن خطاهای سيستم کنترلي به درون يک باند تحمل از  

 
1 Offline 
2 Affine 

  ]32[پيش تعريف شده و باقي ماندن در آن تنظيم نشده است. در مراجع

يک تابع عملكرد از پيش تعريف شده با زمان از پيش تنظيم شده    ]33[و  

برای آن که خطاهای سيستم به کران از پيش تعريف شده همگرا شوند،  

پيشنهاد شده است. اما زمان تنظيم در اين مراجع به مشخصات پارامتری تابع 

 .]34[عملكرد از پيش تعريف شده وابسته است 

ضمن   مقاله،  اين  هاميلتندر  معادله  حل  راه  تقريب  برای    - آنكه 

  -بلمن از تكنيک يادگيری تقويتي مبتني بر شبكه عصبي بازيگر -جاکوبي

های زير جهت کنترل نگاه به جلو  ، نوآوری ]35[منتقد استفاده شده است

 ربات شبه اتومبيل ارائه خواهند شد: 

  طراحي يک کنترل کننده سطح ديناميكي به منظور رديابي خط  -1

سير زماني مطلوب مبتني بر تكنيک کنترل نگاه به جلو برای يک ربات شبه  

های   مدل  غيرپارامتری  و  پارامتری  های  قطعيت  عدم  حضور  در  اتومبيل 

 ؛ سينماتيكي و ديناميكي ربات

ای که فراجهش،  تضمين يک عملكرد از پيش تعريف شده به گونه  -2

ماندن خطاهای رديابي  نرخ همگرايي و زمان مطلوب برای رسيدن و باقي  

ربات شبه اتومبيل در کران از پيش تعريف شده که از قبل تنظيم شده است  

 ؛باشدو به پارامترهای تابع عملكرد از پيش تعريف شده وابسته نمي

منتقد با يک  -طراحي يک ساختار کنترل يادگيری تقويتي بازيگر -3

يابي به يک سيگنال  تابع هزينه بلند مدت يا سيگنال تقويتي به منظور دست

 ؛ کنترلي بهينه جهت تخمين و جبران ديناميک نامعين مدل ربات متحرک

مقابله با تأثير اغتشاشات خارجي با طراحي يک کنترل کننده مقاوم    -4

 ؛تطبيقي کارآمد با کاهش ميزان چترينگ –

، مسأله  2ساختار اين مقاله به صورت زير تنظيم شده است. در بخش  

به طراحي    3شود. بخش  به جلوی ربات شبه اتومبيل بيان ميکنترل نگاه  

کنترل کننده يادگيری تقويتي با استفاده از ساختار کنترلي سطح ديناميكي  

، پايداری سيستم کنترل پيشنهادی به کمک روش  4مي پردازد. در بخش  

شود و  آورده مي  5گردد. نتايج شبيه سازی در بخش  لياپانوف ارزيابي مي

 کند. از مقاله نتيجه گيری مي 6بخش  نهايتاً 

 فرمول بندی مسئله  -2

 مدل حرکت ربات شبه اتومبیل -2-1

يک ربات شبه اتومبيل با قيود غير هولونوميک که معادلات حرکت 

 شوند، را در نظر بگيريد: آن به صورت زير تعريف مي

(1 ) 𝑀1(𝑝)𝑝̈ + 𝐶1(𝑝, 𝑝̇)𝑝̇ + 𝐷1𝑝̇ + 𝜏𝑑1(𝑡) 
= 𝐵1(𝑝)𝜏𝑎 − 𝐴

𝑇(𝑝)𝜆 
( 

𝑝  که = [𝑥, 𝑦, 𝜓 , γ]   نشان دهنده بردار مختصات تعميم يافته است که  
(𝑥, 𝑦)  و موقعيت  مختصات  کننده  , 𝜓)  بيان  γ)    مختصات کننده  بيان 

مي فرمان  و  گيری  باجهت  متقارن  معين  مثبت  اينرسي  ماتريس   باشند. 

𝑀1(𝑝) ∈ 𝑅
با   ،4×4 مرکزگرا  جانب  نيروی  و  کوريوليس      ماتريس 

3 Strict feedback 
4 Prescribed performance 
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𝐶1(𝑝, 𝑝̇) ∈ 𝑅
𝐷1 با  ماتريس ميرايي و اصطكاک،  4×4 ∈ 𝑅

بردار ،  4×4

𝜏𝑑1  اغتشاشات خارجي متغير با زمان با ∈  𝑅
 ماتريس تبديل ورودی با،  4

𝐵1(𝑝) ∈ 𝑅
𝜏𝑎  بردار گشتاورهای ورودی باو  ،  2×4  ∈  𝑅

نمايش داده    2

𝐴(𝑝)،  شوندمي ∈ 𝑅2×4  کامل مرتبه  قيود  ماتريس  دهنده  𝜆و  نشان  ∈

𝑅2    لاگرانژ است که نشان دهنده نيروهای محدودکننده ميبردار ضرايب-

که مشروط   𝑝مختصات تعميم يافته    nيک سيستم مكانيكي با  .  ]36  [د    باش

,𝐺(𝑝قيد دو طرفه است و به صورت    𝑚به   𝑝̇) = شوند،  نمايش داده مي  0

مي ناميده  هولونوميک  معادله  فرم  يک  به  اگر  𝐺(𝑝)شود  = در    0

معادله   و  است  سينماتيک  قيد  يک  اينصورت  غير  در  شود،  نظرگرفته 

مي نشان  را  که  غيرهولونوميک  است  برآن  فرض  حال  قيد     𝑘دهد. 

𝑚  و   هولونوميک   − 𝑘    قيد مستقل غيرهولونوميک موجود است که همه

فرم  ها ميآن به  𝐴(𝑝)𝑝̇توانند  = نوشته شوند که در رابطه ذکر شده    0

𝐴(𝑝)  ماتريس کامل    يک  𝑚مرتبه  × 𝑛  اگر  مي حال   باشد. 

𝑆1(𝑝), … , 𝑆𝑛−𝑚(𝑝)   های برداری مستقل خطي  يک مجموعه از ميدان

تهي   فضای  يعني    𝐴(𝑝)در  𝐴(𝑝)𝑆𝑖باشد،  = 0, 𝑖 = 1,… , 𝑛 −𝑚 

باشد، آنگاه   بردارهای    𝑆(𝑝)برقرار  از  مرتبه کاملي است که    ماتريس 

𝑆(𝑝) = [𝑆1(𝑝) 𝑆𝑛−𝑚(𝑝)]  شودکه  فرض مي  .  ]37[شودساخته مي

𝑆(𝑝) = [𝑆1(𝑝),  𝑆2(𝑝)]
𝑇   از ترکيبي  که  است  کاملي  مرتبه  ماتريس 

ميدان مجموعه از  تهيای  فضای  در  خطي  مستقل  و  هموار  برداری    های 

𝐴(𝑝)  عبارتي به  يا  𝐴(𝑝)𝑆(𝑝)  است،  = شده     0 ذکر  رابطه  در  که 

𝑆1(𝑝) = [𝑐𝑜𝑠𝜓, 𝑠𝑖𝑛𝜓,
1

𝑎
𝑡𝑎𝑛γ, 0]𝑇    و𝑆2(𝑝) = [0, 0, 0, 1]

𝑇 

ربات مهم    .]36  [باشدمي سينماتيک  معادلات  در  ويژگي  های  ترين 

قيود   وجود  حرکت  سينماتيک  مبحث  در  چرخدار  متحرک 

شود که حرکت ربات  باشد. به عبارت ديگر، فرض ميغيرهولونوميكي مي

چرخ طولي  لغزش  و  جانبي  لغزش  از  و  است  ای  در  صفحه  ربات  های 

لونوميكي  شود. قيود غير هو نظر ميحرکت رو به جلو و رو به عقب صرف  

-های تعميم يافته سيستم ميروابطي ميان مختصات تعميم يافته و سرعت

باشند. از لحاظ مفهومي اين قيود مربوط به عدم لغزش بين چرخ و سطحي  

کند. حضور قيود غيرهولونوميک يک  است که ربات روی آن حرکت مي

توان آن را  و مي  ]38[باشدميها  پديده مهم در سينماتيک اين نوع سيستم

𝐴(𝑝)𝑝̇به صورت رابطه   = اين رابطه   0 با  بردار    ،بيان کرد. مطابق  يک 

صورت به  اتومبيل  شبه  ربات  برای  سرعت  𝜐  شبه  = [𝓋(𝑡),𝓌(𝑡)]𝑇 

های خطي و  دهنده سرعتبه ترتيب نشان  𝓌(𝑡)و  𝓋(𝑡)  دارد کهوجود  

 ای که ای هستند به گونهزاويه

(2 ) 
 

𝑝̇(𝑡) = 𝑆(𝑝)𝜐(𝑡) = 𝑆1(𝑝)𝓋(𝑡)
+ 𝑆2(𝑝)𝓌(𝑡) 

( معادله  يعني  2با جايگذاری  آن  زماني  مشتق  و   )𝑝̈(𝑡) = 𝑆̇(𝑝)𝜐 +

𝑆(𝑝)𝜐̇  ( و ضرب طرفين معادله در  1در معادله )𝑆𝑇(𝑝)     معادله ديناميكي

 زير به دست خواهد آمد: 

(3) 𝑀2(𝑝)𝜐̇(𝑡) + 𝐶2(𝑝, 𝑝̇)𝜐(𝑡) + 𝐷2(𝑝)𝜐
+ 𝜏𝑑2(𝑡) 

= 𝐵2(𝑝)𝜏𝑎  

و   بردارها  )ماتريسکه  معادله  صورت  3های  به   )𝑀2(𝑝) =

𝑆𝑇(𝑝)𝑀1(𝑝)𝑆(𝑝)   ،𝐶2(𝑝, 𝑝̇) = 𝑆
𝑇(𝑝)𝑀1(𝑝)𝑆̇(𝑝) +

𝑆𝑇(𝑝)𝐶1(𝑝, 𝑝̇)𝑆(𝑝)  ،𝐷2(𝑝) = 𝑆
𝑇(𝑝)𝐷1𝑆(𝑝)  ،𝜏𝑑2(𝑡) =

𝑆𝑇(𝑝)𝜏𝑑1(𝑡)  و ،𝐵2(𝑝) = 𝑆
𝑇(𝑝)𝐵1(𝑝) 36[شوندتعريف مي[ . 

 

 ل ي ربات شبه اتومب یبند  كره يپ: 1شكل
 حالتنمایش فضای -2-2

معادله   حالت  فضای  فرم  جلو،  به  نگاه  کننده  کنترل  توسعه  برای 

 توان به صورت زير نشان داد: ( را مي3( و ديناميكي )2سينماتيک )

(4 ) 

𝑥̇ = [
𝑝̇
𝜐̇
] 

= [
𝑆(𝑝)𝜐(𝑡)

0
]

⏟      
𝑓(𝑥)

+ [
0

𝑀2
−1𝐵2

]
⏟    

𝑔(𝑥)

𝜏𝑎 + [
0

𝑀2
−1(−𝐶2𝜐 − 𝐷2𝜐 − 𝜏𝑑2)

]
⏟                

𝑞(𝑥)

 

𝑥که = [𝑝, 𝜐] ∈ 𝑅6 دهد. بردار حالت را نشان مي 

و  1تعريف هموار  مطلوب  زماني  سير  خط  حالت  معادله  همچنين،   :

:𝑦𝑑(𝑡)کراندار [0,∞) → 𝑅2 شود: به صورت زير تعريف مي 

(5) 

𝑥̇𝑑 = [
𝑆(𝑝𝑑)𝜐(𝑡)

0
] + [

0
𝐼
] 𝜏𝑎𝑑      , 𝑦𝑑 = ℎ(𝑝𝑑) 

مطلوب،    𝑥̇𝑑  که حالت  خط    𝑆(𝑝𝑑)𝜐(𝑡)بردار  سينماتيک  معادله 

𝑦𝑑سيگنال کنترل حالت مطلوب،    𝜏𝑎𝑑سيرزماني مطلوب،   = ℎ(𝑝𝑑)  

 معادله خط سيرزماني مطلوب هموار و کراندار است. 

 هدف کنترلی-3-2

هدف نهايي کنترل در اين مقاله پژوهشي، طراحي يک قانون کنترل  

پارامترهای مشخص شده در   با    1شكل  برای رديابي ربات شبه اتومبيل با 

ای که خطای  باشد، به گونهها ميوجود اغتشاشات خارجي و عدم قطعيت

𝑒(𝑡)رديابي   = 𝑦(𝑡) − 𝑦𝑑(𝑡)   شود،  که در فضای دو بعدی ايجاد مي

𝑦(𝑡)کراندار نهايي يكنواخت باشد. در رابطه ذکر شده   ∈ 𝑅2    نشان دهنده

شود  موقعيت يک نقطه کنترل مجازی است که نقطه نگاه به جلو ناميده مي

های جلويي ربات شبه اتومبيل قرار  و در فاصله تعريف شده از محور چرخ
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ها  ها، خاصيتگرفته است. به منظور دستيابي به هدف کنترلي ذکر شده لم

 شوند: های زير در نظر گرفته ميو فرض

بر  وینامسا  :  1لم   برای  ,𝑥های زير  𝑦 ∈ 𝑅𝑛  و  𝑁 = 𝑁𝑇 > برقرار   0

 :]39[است

(6) 
𝑡𝑟{𝑥𝑇𝑦} ≤

1

2
‖𝑥‖𝐹

2/𝑘2 +
1

2
𝑘2‖𝑦‖𝐹

2  

(7) 𝜆𝑚𝑖𝑛(𝑁)‖𝑥‖
2 ≤ 𝑥𝑇𝑁𝑥 ≤ 𝜆𝑚𝑎𝑥(𝑁)‖𝑥‖

2 

مي  𝑥‖𝐹‖  که فروبنيوس  نرم  دهنده  صورت  باشدنشان  به  𝑥‖𝐹‖  و  ≔

√𝑡𝑟{𝑥𝑇𝑥} شود.تعريف مي 

𝛾𝑑 نامساوی زير برای هر  :  2لم   > 𝑥∀ و برای  0 ∈ 𝑅𝑛, ℎ ∈ 𝑅   برقرار

 :] 40[است

(8) 

ℎ‖𝑥‖ − 𝑥𝑇ℎ𝑡𝑎𝑛ℎ(0.2785ℎ𝑥/𝛾𝑑) ≤ 𝑛𝛾𝑑  
اينرسي  :1خاصیت   ماتريس  𝑀2(𝑝)  شرط،  𝑀2(𝑝)  برای  =

𝑀2
𝑇(𝑝) > ريلي    0 نامساوی  طبق  و  است  هر    –برقرار  برای  که  ريتز 

 ماتريس متقارن برقرار است، داريم:      

(9) 
𝜆𝑚2‖𝑥‖

2 ≤ 𝑥𝑇𝑀2(𝑝)𝑥 ≤ 𝜆𝑀2‖𝑥‖
2‚∀𝑥 ∈ ℜ2‚ 𝑝 ∈ ℜ4 

رابطه  که اين  𝜆𝑀2  در  ∶= 𝑚𝑎𝑥
∀𝑝∈ℜ4

𝜆𝑚𝑎𝑥(𝑀2(𝑝))    و

𝜆𝑚2 ∶= 𝑚𝑖𝑛
                       ∀𝑝∈ℜ4

𝜆𝑚𝑖𝑛𝑀2(𝑝)   0و ≤ 𝜆𝑚2 ≤ 𝜆𝑀2 <  باشد. مي ∞

𝑀̇2(𝑝)  ماتريس  :2خاصیت   − 2𝐶2(𝑝‚ 𝑣)   براين پادمتقارن است. 

 توان اثبات نمود که تساوی زير برقرار است: اساس، مي

(10) 

𝑥𝑇 (𝑀̇2(𝑝) − 2𝐶2(𝑝‚ 𝑣)) 𝑥 = 0‚ ∀𝑥‚𝑣 ∈ ℜ
2‚ 𝑝 ∈  ℜ4 

يک ماتريس متقارن و مثبت معين    𝐷2(𝑝)  ماتريس ميرايي   :3خاصیت  

𝐷2(𝑝)  است. پس شرط = 𝐷2
𝑇(𝑝) > نامساوی   0 و طبق  است  برقرار 

است،   –ريلي   برقرار  متقارن  ماتريس  هر  برای  که  ريتز 

                                     داريم:

(11) 

𝜆𝑑2‖𝑥‖
2 ≤ 𝑥𝑇𝐷2(𝑝)𝑥 ≤ 𝜆𝐷2‖𝑥‖

2‚ ∀𝑥 ∈ ℜ2‚𝑝 ∈ ℜ4 
  

رابطه  که اين  𝜆𝐷2  در  ∶= 𝑚𝑎𝑥
∀𝑝∈ℜ4

𝜆𝑚𝑎𝑥(𝐷2(𝑝))    و

𝜆𝑑2 ∶= 𝑚𝑖𝑛
                       ∀𝑝∈ℜ4

𝜆𝑚𝑖𝑛𝐷2(𝑝)   0و ≤ 𝜆𝑑2 ≤ 𝜆𝐷2 <  باشد. مي ∞

رابطه  سيگنال:  1فرض   که  صورتي  به  هستند  کراندار  اغتشاش  های 

‖𝜏𝑑1(𝑡)‖ ≤ ∆𝜏𝑑   برقرار است که∆𝜏𝑑∈ 𝑅
   . اسكالرثابت مثبت است +

 𝑦̇𝑑(𝑡)، مشتق مرتبه اول    𝑦𝑑(𝑡)برای خط سير زماني مطلوب      :2فرض  

آن   دوم  مرتبه  مشتق  که  سيگنال   𝑦̈𝑑(𝑡)و  نحوی  به  هستند  کراندار  هايي 

 
1 Compact set 

‖𝑠𝑢𝑝𝑡≥0‖𝑦𝑑(𝑡)روابط   < 𝐵𝑦  ،𝑠𝑢𝑝𝑡≥0‖𝑦̇𝑑(𝑡)‖ < 𝐵𝑣    و

𝑠𝑢𝑝𝑡≥0‖𝑦̈𝑑(𝑡)‖ < 𝐵𝑎    برقرار هستند و𝐵𝑦  ،𝐵𝑣    و𝐵𝑎  های مثبت  ثابت

 . ]36[باشندمي

 مختصاتتبدیل  -4-2

به منظور دستيابي به هدف کنترلي ذکرشده برای ربات شبه اتومبيل از  

  𝑑  که در فاصله  𝑃𝑑، نقطه 1طريق روش کنترل نگاه به جلو مطابق با شكل  

-های جلويي ربات شبه اتومبيل ميچرخ  که نقطه مرکزی محور  𝑃𝑜از نقطه 

مي تعريف  ثابت  باشد،  زمين  چارچوب  در  آن  مختصات  و  شود 

{𝑂𝐸 , 𝑋𝐸 , 𝑌𝐸} شود: به صورت زير بيان مي 
(12) 𝑦 = ℎ(𝑝)

= [
𝑥 + 𝑎𝑐𝑜𝑠𝜓 + 𝑑𝑐𝑜𝑠(𝜓 + 𝛾)
𝑦 + 𝑎𝑠𝑖𝑛𝜓 + 𝑑𝑠𝑖𝑛(𝜓 + 𝛾)

]. 

شود.  يک پارامتر مثبت است و فاصله نگاه به جلو ناميده مي  𝑑  در رابطه فوق

 ( در آن، داريم:2جايگذاری رابطه )( و 12با مشتق گيری از رابطه )

(13) 
𝑦̇ = 𝐿𝑓ℎ(𝑥) + 𝐿𝑔ℎ(𝑥)𝜏𝑎 + 𝐿𝑞ℎ(𝑥) = 𝐽(𝑝)𝜐 

𝐿𝑓ℎ(𝑥) که = ∇ℎ𝑓 ،𝐿𝑔ℎ(𝑥) = ∇ℎ𝑔 و 𝐿𝑞ℎ(𝑥) = ∇ℎ𝑞 مشتق لي 
ℎ   بردارهای مسير  جهت  مي  ℎ  گراديان  ℎ∇و      𝑞  و   𝑓 ،𝑔  در  نشان  -را 

 آيد:به صورت زير به دست مي 𝐽(𝑝) و ماتريس  ]41[دهند

(14) 
𝐽(𝑝) = 𝐽ℎ(𝑝)𝑆(𝑝) = 

[
𝑐𝑜𝑠𝜓 − (1/𝑎)𝑡𝑎𝑛𝛾(𝑎𝑠𝑖𝑛𝜓 + 𝑑𝑠𝑖𝑛(𝜓 + 𝛾)),−𝑑sin (𝜓 + 𝛾)

𝑠𝑖𝑛𝜓 + (1/𝑎)𝑡𝑎𝑛𝛾(𝑎𝑐𝑜𝑠𝜓 + 𝑑 cos(𝜓 + 𝛾)) , 𝑑cos (𝜓 + 𝛾)
] 

𝐽ℎ(𝑝)که در رابطه ذکر شده   ≔ 𝜕ℎ(𝑝)/𝜕𝑝     بيانگر ماتريس ژاکوبين

 است.

گونه  :3فرض   به  است  کراندار  اتومبيل  شبه  ربات  فرمان  که  زاويه  ای 

|𝛾| ≤ 𝛾𝑚𝑎𝑥 ≤
𝜋

6
شود تا از هرگونه تكينگي ممكن در  در نظر گرفته مي  

 تجزيه و تحليل پايداری جلوگيری شود. 

 شبکه عصبی شعاعی پایه  -5-2
گر قوی و خطي  شبكه عصبي تابع پايه شعاعي به عنوان يک تخمين

در   پارامتر  طور  در  به  کلي  تخمين  توانايي  دليل  به  کنترلي  کاربردهای 

ℜ𝑛𝑖رت  شود. اگر يک تابع پيوسته دلخواه به صو گسترده استفاده مي →

ℜ𝑛𝑜 𝜉(𝑥):  در نظر گرفته شود، آنگاه يک شبكه عصبي پايه  شعاعي به

 صورت رابطه زير وجود خواهد داشت: 

(15) 𝜉(𝑥) = 𝑊𝑇σ(𝑥) + 𝑒𝑤(𝑥) 

𝑥که   ∈ ℜ𝑛𝑖  دهندهن ورودی   شان  عصبي  بردار  𝑊،  شبكه  ∈ ℜ𝑛ℎ×𝑛𝑜 

ماتريسب کننده  عصب وزن    هایيان  که  شبكه  گره   𝑛ℎي  لايه  تعداد  های 

و   گره   𝑛𝑜مخفي  خروجيتعداد  لايه  𝑒𝑤باشد،  مي  های  =

[𝑒𝑤1‚𝑒𝑤2‚ … 𝑒𝑤𝑛𝑜]
𝑇  دهد  بردار خطای تخمين شبكه عصبي را نشان مي

محدب  مجموعه  در  𝑈  1که  ⊂ 𝕽𝑛    و است  𝜎(𝑥)کراندار  =
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[𝜎1(𝑥)‚ … ‚𝜎𝑛ℎ(𝑥)]
𝑇   تابع پايه گوسي است که به صورت زير نشان داده

 شود:مي

(16) 

𝜎𝑘(𝑥)  =  exp (−(x −  µ𝑘)
𝑇 (x −  µ𝑘) / λ𝑘

2)‚  
𝑘 = 1‚ 2‚ ⋯ ‚ 𝑛ℎ  

𝜇𝑘که   = [𝜇𝑘1‚ 𝜇𝑘2‚ … ‚ 𝜇𝑘𝑛]
𝑇    و مراکز  استاندار    𝜆𝑘بردار  انحراف 

يک  مي پايه،  شعاعي  عصبي  شبكه  کلي  تقريب  ويژگي  اساس  بر  باشند. 

   ‖𝑒𝑤‖ای که  وجود دارد به گونه  ∗𝑊ماتريس وزني ايده آل به صورت  

𝑥را برای همه   ∈ 𝑈 ⊂ 𝕽𝑛  :به صورت زيرکمينه خواهد کرد 

(17) 

{
𝜉(𝑥) = 𝑊∗𝜎(𝑥) + 𝑒𝑤

∗ (𝑥)‚               ∀𝑥 ∈ 𝑈 ⊂ ℜ𝑛 ‚               

𝑊∗ ≔ argmin {𝑠𝑢𝑝𝑥𝜖𝑈‖ƒ(𝑥)  −  𝑊𝜎(𝑥) ‖}
 

𝑒𝑤که  
∗ (𝑥)  طای تقريب برایخ W = 𝑊∗   است. به دليل آن که ماتريس

مقاله يک تخمين از آن به     ∗𝑊وزني شبكه عصبي  نامعلوم است، در اين 

 شود. در نظر گرفته مي 𝑊̂صورت  

ماتريس وزن ايده آل شبكه عصبي روی يک مجموعه محدب  :  4فرض  

𝑈    کراندار است به نحوی که رابطه‖𝑊∗‖𝐹 ≤ 𝐵𝑤   برقرار است و𝐵𝑤 ∈

ℜ+  .نامعلوم است 

گونه5فرض   به  است  کراندار  عصبي  شبكه  تابعي  خطای  |𝑒𝑤|ای  :  ≤

𝐵𝑒𝑤 که    برقرار است𝑖 = 1,2,… , 𝑛𝑜    و𝐵𝑒𝑤 ∈ ℜ
 نامعلوم هستند.  +

‖𝜎(𝑥)‖کراندار است به طوری که   𝜎(𝑥)تابع پايه گوسي   : 6فرض  ≤

𝜎̅   برقرار است که𝜎̅ ∈ ℜ+ 36[باشدکران بالای آن مي[ . 

 نتایج اصلی  -3

 طراحی کنترل کننده پیشنهادی -1-3

-های مشهور برای کنترل سيستمتكنيک کنترل پسگام يكي از روش

با   اکيد  فيدبک  اين روش های غيرخطي  اما  پارامتری است.  قطعيت  عدم 

باشد. برای حل اين مسئله، مرجع  مي  1متحمل معضلي به نام انفجار پيچيدگي 

تكنيک کنترل سطح ديناميكي را از طريق معرفي يک فيلتر مرتبه    ]42[

پيشنهاد   پسگام  کنترل  از روش طراحي  متوالي  مرحله  دو  بين هر  در  اول 

مک معادلات ديناميک و سينماتيک ربات  کرده است. در اين بخش، به ک 

-های قبلي به معرفي آن پرداخته شد، يک کنترل شبه اتومبيل که در بخش 

برای جبران اثر    𝑍𝑑کننده مجازی  کننده سطح ديناميكي که از يک کنترل 

برای جبران اثر     𝜏𝑎سينماتيک حرکت ربات و يک کنترل کننده واقعي  

مي طراحي  است،  شده  تشكيل  طراحيديناميک  روند  با  مطابق   شود. 
شبه  کنترل  ربات  ديناميک  و  سينماتيک  خطای  ديناميكي،  سطح  کننده 

 شوند: اتومبيل به ترتيب به صورت روابط زير تعريف مي

(18) 𝑍1𝑗 = 𝑒  

(19) 𝑍2 = 𝜐 − 𝑍𝑓  

 
1 Explosion of complexity 

سيستم مرتبه دوم است، پس دارای  باتوجه به آن که ربات شبه اتومبيل يک  

و زير   𝑍1𝑗باشد که زير سيستم مكانيكي اول با  دو زير سيستم مكانيكي مي

نمايش داده شده است. در زير سيستم مكانيكي    𝑍2سيستم مكانيكي دوم با 

مي  𝑒  اول  رديابي  خطاهای  کننده  به صورت  بيان  و  𝑒باشد  = [𝑒𝑥, 𝑒𝑦]  

است و  نشان دهنده بردار سرعت    𝜐ي دوم  باشد. در زير سيستم مكانيكمي

𝑍𝑓    سيگنال فيلتر شده کنترل مجازی𝑍𝑑   باشدکه از يک فيلتر مرتبه اول  مي

-کننده، تكنيک عملكرد از پيشعبورداده شده است. قبل از طراحي کنترل

 کنيم. در بخش بعدی اعمال مي 𝑍1𝑗تعيين شده را به خطای رديابي  

 عملکرد از پیش تعریف شدهتابع  -2-3 
در    ]43[ايده اصلي عملكرد از پيش تعريف شده که توسط مرجع  

متغيرهای    2008سال   روی  بر  کراندار  قيودی  تحميل  است،  شده  معرفي 

پيش   از  عملكرد  تابع  يک  طريق  از  کراندار  قيود  است.  سيستم   حالت 

مي معين  طراح  توسط  شده  سختي  تعريف  کاهش  برای  سپس،  شوند. 

کننده مناسب، سيستم کنترل مقيد از طريق يک تابع نگاشت  طراحي کنترل 

ب مقيد  تبديل ميدر فضای  نامقيد  شود. مزيت اصلي  ه يک سيستم کنترل 

تابع عملكرد از پيش تعريف شده آن است که تا زماني که کرانداری تابع  

و اغتشاشات    نگاشت تضمين شود، کرانداری قيود حتي اگر عدم قطعيت

شد خواهد  تضمين  باشد،  داشته  وجود  سيستم  در  قوی    .]33[خارجي 
ما برای کنترل  عملكرد حالت گذرا و حالت  پيش تعريف شده  از  ندگار 

𝑍1𝑗بردار خطای رديابي ربات شبه اتومبيل   = [𝑧𝑥 , 𝑧𝑦]     به فرم قيود زير

 شود:تعريف مي

(20) −𝜂−𝑗(𝑡) < 𝑍1𝑗(𝑡) < 𝜂̅𝑗(𝑡), 𝑗 = (𝑥, 𝑦). 

شده   تعريف  پيش  از  عملكرد  به   𝜂̅𝑗(𝑡)و    𝜂−𝑗(𝑡)−تابع  مقاله  اين  در 

 شوند: ميزير بيان  صورت

(21) 

−𝜂−𝑗(𝑡)

= {
−(𝜂−𝑗,0−𝜂−𝑗,∞) exp (−𝑐𝑗

𝑇𝑗𝑡

𝑇𝑗 − 𝑡
)−𝜂−𝑗,∞ ,    𝑡 < 𝑇𝑗

−𝜂−𝑗,∞ ,                                                                  𝑡 ≥ 𝑇𝑗

 

(22) 

𝜂̅𝑗(𝑡)

= {
(𝜂̅𝑗,0 − 𝜂̅𝑗,∞) exp (−𝑐𝑗

𝑇𝑗𝑡

𝑇𝑗 − 𝑡
) + 𝜂̅𝑗,∞(𝑡),   𝑡 < 𝑇𝑗

𝜂̅𝑗,∞ ,                                                                 𝑡 ≥ 𝑇𝑗

 

مقدارهای اوليه تابع   𝜂̅𝑗,0و   𝜂−𝑗,0−نشان دهنده تابع نمايي،   (•) expکه  

به ترتيب کران پايين و     ∞,𝜂̅𝑗و    ∞,𝜂−𝑗−عملكرد از پيش تعريف شده،  

تعريف شده   پيش  از  نهايي  باند  بالای  ,∞,𝜂−𝑗−]کران  𝜂̅𝑗,∞]  ،𝑐𝑗 > 0 

و   شده  تعريف  پيش  از  عملكرد  تابع  همگرايي  تابع    𝑇𝑗نرخ  تنظيم  زمان 

,∞,𝜂−𝑗−]عملكرد از پيش تعريف شده برای رسيدن به باند نهايي   𝜂̅𝑗,∞] 

 باشد.  مي
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 شده  ف يتعر  شيتابع عملكرد از پ شي: نما2شكل

نشان داده شده است، تابع عملكرد از    2 همانطور که در شكل :  1تذکر  

𝜂−𝑗(𝑡)−                               رابطه  پيش تعريف شده سنتي که به صورت =

− (𝜂−𝑗,0(𝑡) − 𝜂−𝑗,∞(𝑡)) exp(−𝑐𝑗𝑡) − 𝜂−𝑗,∞    و𝜂̅𝑗(𝑡) =

(𝜂̅𝑗,0(𝑡) − 𝜂̅𝑗,∞(𝑡)) exp(−𝑐𝑗𝑡) + 𝜂̅𝑗,∞(𝑡)  مي با  تعريف  شوند 

𝑡)گذشت زمان   → خواهند رسيد. در    𝜂̅𝑗,∞(𝑡)و    𝜂−𝑗,∞(𝑡)−به   (∞

(  22( و ) 21حالي توابع عملكرد  پيشنهاد شده در اين مقاله که در روابط )

توانند به ترتيب به  مي  𝑇𝑗تعريف شده است، در زمان از پيش تنظيم شده  

−𝜂−𝑗,∞(𝑡)    و𝜂̅𝑗,∞(𝑡)    پارامترهای ، 𝜂−𝑗,0  ،𝜂̅𝑗,0−برسد. 

−𝜂−𝑗,∞،𝜂̅𝑗,∞    و𝑇𝑗  تنظيم  مي عملكردی  نيازهای  با  مطابق  توانند 

 . ]34[شوند

 تابع نگاشت خطا  -3-3
تبديل خطای زير برای به دست آوردن عملكرد از پيش تعريف شده برای  

 شود: معرفي مي  𝑍1𝑗ارزيابي خطای  

(23)   ε𝑗 ≔ 𝑇𝑍1𝑗 (𝑍̂1𝑗(𝑡)) , 𝑗 = 𝑥, 𝑦   

𝑍̂1𝑗(𝑡)باشد و به صورت  خطای رديابي نرماليزه شده مي  𝑍̂1𝑗(𝑡)که   =

𝑍1𝑗(𝑡)/𝜂𝑗  شود.  تابع تبديل  تعريف مي𝑇𝑍1𝑗 (𝑍̂1𝑗(𝑡)) :𝛀𝑍1𝑗 → ℜ 

مي نشان  را  هموار  افزايشي  اکيداً  که  نگاشت  𝛀𝑍1𝑗دهد  ≔

{𝑍̂1𝑗(𝑡): 𝑍̂1𝑗 ∈ (−𝑎1𝑗 , 𝑏1𝑗)}    ،𝑇𝑍1𝑗(0) = اگر مي   0 باشد. 

−𝑎1𝑗𝜂−𝑗(0) < 𝑍1𝑗(0) < 𝑏1𝑗𝜂̅𝑗(0)    کننده کنترل  و  باشد  برقرار 

ε𝑗(𝑡) ∈ 𝐿∞, ∀𝑡 ≥ 𝑍̂1𝑗(𝑡)را تضمين کند، آنگاه     0 ∈ 𝛀𝑍1𝑗   و شرايط

کننده  [. همچنين، اگر کنترل 44[، ] 43[، ] 39شود ]( برآورده مي20رابطه )

نيز به     𝑍1𝑗کند، آنگاه  با گذشت زمان به صفر ميل مي ε𝑗تضمين کند که  

شود. در ادامه، با مشتق گيری از  صفر ميل کرده و هدف کنترلي محقق مي 

 ( داريم:23رابطه )

(24) 

𝜀𝑗̇ ≔
1

𝜂𝑗

𝜕𝑇𝑍1𝑗 (𝑍̂1𝑗(𝑡))

𝜕𝑍̂1𝑗(𝑡)
(𝑍̇1𝑗(𝑡)

−
𝜂̇𝑗(𝑡)

𝜂𝑗(𝑡)
𝑍1𝑗(𝑡)) , 𝑗 = 𝑥, 𝑦 

 توان به فرم برداری به صورت زير بازنويسي کرد:( را مي24رابطه )

(25) 𝜀𝑗̇(𝑡) = 𝑅(𝑍̇1𝑗 + Λ𝑍1𝑗)  , 𝑗 = 𝑥, 𝑦 

 باشند: ( مي27( و ) 26به صورت رابطه )  Λو    𝑅که 

(26) 

𝑅 = 𝑑𝑖𝑎𝑔 [
1

𝜂𝑥

𝜕𝑇𝑍1𝑥(𝑍̂1𝑥)

𝜕𝑍̂1𝑥(𝑡)
,
1

𝜂𝑦

𝜕𝑇𝑍1𝑦(𝑍̂1𝑦)

𝜕𝑍̂1𝑦(𝑡)
] 

(27) 

Λ = 𝑑𝑖𝑎𝑔 [−
𝜂̇𝑥(𝑡)

𝜂𝑥(𝑡)
, −
𝜂̇𝑦(𝑡)

𝜂𝑦(𝑡)
] 

مقيد   پيش تعريف   𝑍1𝑗(𝑡)برای آن که خطای  از  تابع عملكرد  از طريق 

تبديل شود، از نگاشت خطای    ε𝑗  ( به خطای تبديل شده غير مقيد  20شده )

 شود: زير که يک تابع اکيداً افزايشي است، استفاده مي

(28) 

  ε𝑗 = 𝑇𝑗 (𝑍̂1𝑗(𝑡)) = tan [
𝜋

2
×
2𝑍̂1𝑗 − 𝑏𝑗 + 𝑎𝑗

𝑏𝑗 + 𝑎𝑗
] , 𝑗

= 𝑥, 𝑦 

و   
𝜕𝑇𝑍1𝑗

(𝑍̂1𝑗(𝑡))

𝜕𝑍̂1𝑗(𝑡)
 به صورت زير به دست خواهد آمد:   

(29) 

𝜕𝑇𝑍1𝑗 (𝑍̂1𝑗(𝑡))

𝜕𝑍̂1𝑗(𝑡)
=

𝜋

𝑏𝑗 + 𝑎𝑗
𝑠𝑒𝑐2 [

𝜋

2

×
2𝑍̂1𝑗 − 𝑏𝑗 + 𝑎𝑗

𝑏𝑗 + 𝑎𝑗
]    𝑗 = 𝑥, 𝑦 

 ( در آن داريم: 13( و جايگذاری رابطه )18با مشتق گيری از خطای رابطه )

(30) 𝑍̇1𝑗 = 𝐽𝜐 − 𝑦̇𝑑  

( در  30از رابطه )    𝑍̇1𝑗برای اعمال عملكرد از پيش تعريف شده به سيستم، 

 شود: جايگذاری مي( 25رابطه )

(31) 𝜀𝑗̇ = 𝑅(𝐽𝜐 − 𝑦̇𝑑) + 𝑅Λ𝑍1𝑗. 

 شود:در ضمن، خطای خروجي فيلتر به صورت زير تعريف مي

(32) 𝑍𝑒 = 𝑍𝑓(𝑡) − 𝑍𝑑(𝑡). 

آوردن   به دست  )  𝜐با  رابطه  و  19از   )𝑍𝑓  ( رابطه  فرم    𝜐(،  32از  𝜐به  =

𝑍2 + 𝑍𝑒 + 𝑍𝑑   ( جايگذاری مي31به دست خواهد آمد که در رابطه )-

 ود:ش

(33) 

𝜀𝑗̇ = 𝑅𝐽(𝑍2 + 𝑍𝑒 + 𝑍𝑑) − 𝑅𝑦̇𝑑 + 𝑅Λ𝑍1 

( به صورت زير تعريف  33حال، قانون کنترل مجازی برای پايداری رابطه )

 شود:مي
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(34) 𝑍𝑑 = (𝑅𝐽)
−1(−𝐾1𝜀𝑗 + 𝑅𝑦̇𝑑 − 𝑅Λ𝑍1) 

𝐾1  که  ∈ 𝑅2×2باشد. سپس،  يک ماتريس ضريب قطری مثبت معين مي

 شود:عبور داده ميکنترل کننده مجازی از يک فيلتر پايين گذر 

(35) 𝜏𝑓𝑍̇𝑓 + 𝑍𝑓 = 𝑍𝑑       , 𝑍𝑓(0) = 𝑍𝑑(0) 

𝜏𝑓که   ∈ 𝑅
ثابت طراحي است. معادله خطای سينماتيک حلقه بسته برای     +

( با جايگذاری قانون کنترل مجازی در آن به صورت زير به دست  33رابطه ) 

 آيد: مي

(36) 𝜀𝑗̇ = 𝑅𝐽(𝑍2 + 𝑍𝑒) − 𝐾1𝜀𝑗 

( در آن رابطه 35از معادله )  𝑍̇𝑓( و جايگذاری  32با مشتق گيری از رابطه )

𝑍̇𝑒 = 𝑍̇𝑓 − 𝑍̇𝑑 = −𝑍𝑒/𝜏𝑓 − 𝑍̇𝑑   به دست خواهد آمد که با توجه به

𝑍̇𝑒‖مي توان نتيجه گرفت که    ]42[مرجع + 𝑍𝑒/𝜏𝑓‖ ≤ ρ   کهρ   يک

باشد و در يک  ها ميهای حلقه بسته و مشتقات آنتابع پيوسته از سيگنال 

صورت   به  و  است  ماکزيمم  مقدار  يک  دارای  محدود  π2بازه  =

𝑠𝑢𝑝{ρ(𝑡)}  شود. سپس، نامساوی زير نتيجه گيری ميدر نظر گرفته مي-

 گردد: 

(37) 
𝑍̇𝑒
𝑇𝑍𝑒 ≤ −(

1

𝜏𝑓
− 1) ‖𝑍𝑒‖

2 +
1

4
ρ2. 

مطابق با روند طراحي روش کنترل سطح ديناميكي، تابع لياپانوفي که برای  

 شود: شود، به صورت زير تعريف ميزير سيستم اول در نظر گرفته مي

(38) 
𝐿1 =

1

2
𝜀𝑗
𝑇𝜀𝑗 +

1

2
𝑍𝑒
𝑇𝑍𝑒 . 

 کننده بايد به نحوی انتخاب شوند که شرايط زير برقرار شود:ضرايب کنترل 

𝜆𝑚𝑖𝑛{𝐾1} ≥ 0.5𝜆𝑚𝑎𝑥{𝑅𝐽}, 
( در آن، مي 37( و )36( و جايگذاری روابط )38گيری از رابطه )با مشتق

 توان نوشت: 

(39) 

𝐿̇1 = 𝜀𝑗
𝑇𝜀𝑗̇ + 𝑍𝑒

𝑇𝑍̇𝑒 

≤ −(𝜆𝑚𝑖𝑛{𝐾1} − 0.5𝜆𝑚𝑎𝑥{ R𝐽 })‖𝜀𝑗‖
2
+ 𝜀𝑗

𝑇R𝐽𝑍2 

−(1/𝜏𝑓 − 1 − 0.5𝜆𝑚𝑎𝑥{R 𝐽 })‖𝑍𝑒‖
2 +

1

4
ρ2 

 ( رابطه  در  شده  تعريف  سرعت  خطای  بردار  از  زماني  مشتق  و  19با   )

 ، داريم: 𝑀2( را در آن و ضرب طرفين رابطه در  3جايگذاری رابطه )

(40) 

𝑀2(𝑝)𝑍̇2 = 𝐵2(𝑝)𝜏𝑎 − 𝐶2(𝑝‚ 𝜐)𝜐(𝑡) 
−𝐷2(𝑝)𝜐(𝑡) − 𝜏𝑑2 −𝑀2(𝑝)𝑍̇𝑓 . 

 معادله فوق، معادله خطای حلقه باز در سطح ديناميک است. 

 عصبی بازیگر شبکه  -4-3
-در اين بخش، شبكه عصبي بازيگر در ساختار کنترل تقويتي معرفي مي

𝜐 شود. با جايگذاری  = 𝑍2 + 𝑍𝑓( داريم:40در رابطه ،) 

(41) 

𝑀2(𝑝)𝑍̇2 = 𝐵2(𝑝) 𝜏𝑎 – 𝐶2(𝑝‚ 𝜐)𝑍2  − 𝐷2(𝑝)𝑍2  
 

  −𝜏𝑑  + 𝜉(𝑝‚ 𝜐‚  𝑍𝑓 ‚  𝑍̇𝑓) 
ديناميک   𝜉(𝑝‚ 𝜐‚  𝑍𝑓‚  𝑍̇𝑓)که ها  شامل  قطعيت  عدم  و  غيرخطي  های 

 شود: باشد و به صورت زير تعريف ميمي

(42) 

𝜉(𝑝‚ 𝜐‚  𝑍𝑓 ‚  𝑍̇𝑓)= − 𝐶2(𝑝‚ 𝜐) 𝑍𝑓 − 𝐷2(𝑝) 𝑍𝑓 − 

𝑀2 𝑍̇𝑓   

تواند توسط شبكه عصبي تابع شعاعي پايه به صورت زير تخمين زده  که مي

 شود:

(43    ) 𝜉(𝑝‚ 𝜐‚  𝑍𝑓 ‚  𝑍̇𝑓) =𝑊𝑎
𝑇 𝜎𝑎(𝑥) + 𝑒(𝑥) 

𝑥که   = [𝑝𝑇 ‚ 𝜐𝑇 ‚  𝑍𝑓
𝑇 ‚  𝑍̇𝑓

𝑇
]𝑇  بازيگر ورودی عصبي  شبكه  های 

( سيستم حلقه باز مبتني بر  41( در رابطه )43هستند. با جايگذاری رابطه )

 آيد: ( به دست مي44شبكه عصبي بازيگر به صورت رابطه )

(44) 

𝑀2(𝑝)𝑍̇2 = 𝐵2(𝑝) 𝜏𝑎 – 𝐶2(𝑝‚ 𝜐)𝑍2  − 𝐷2(𝑝)𝑍2  
−𝜏𝑑  + 𝑊𝑎

𝑇  𝜎𝑎(𝑥) + 𝑒(𝑥) 
يک ماتريس وزني ايده آل برای شبكه عصبي بازيگر است و بايد   𝑊𝑎که  

توسط يک   𝑊̂𝑎باشد، جايگزين شود. در ادامه  مي  𝑊̂𝑎با تخمين خود که  

 قانون آموزش تطبيقي بر خط تخمين زده خواهد شد.  

 شبکه عصبی منتقد -5-3
در اين بخش، شبكه عصبي منتقد در ساختار يادگيری تقويتي ارائه مي      

تقويتي يادگيری  سيگنال  يا  مدت  بلند  هزينه  تابع  منظور،  اين  برای    شود. 

𝑊𝑐)  شامل شبكه عصبي منتقد
𝑇𝜎𝑐(𝑥) شود: صورت زير پيشنهاد مي( به 

(45) 
𝑆𝑐  = 𝜐 −  𝑍𝑓⏟    

𝑍2

 + ‖𝜐 −   𝑍𝑓⏟    
𝑍2

‖𝑊𝑐
𝑇𝜎𝑐(𝑥)⏟      
𝐶𝑁𝑁

 

و يک سيگنال    𝑍2( شامل سيگنال منتقد اوليه  45سيگنال يادگيری رابطه )

𝑊𝑐منتقد ثانويه 
𝑇𝜎𝑐(𝑥)  ‖𝑍2‖  باشد. هدف از تعريف سيگنال يادگيری  مي

سيگنال کنترلي بهينه است که هزينه  ( رسيدن به يک  45تقويتي در رابطه )

منتقد کاهش   بازيگر و شبكه عصبي  از شبكه عصبي  استفاده  با  را  کنترل 

برای شبكه عصبي منتقد    𝑊𝑐جايي که ماتريس وزن ايده آل    دهد. از آن

آن   تخمين  از  است،  مي  𝑊̂𝑐نامعلوم  بنابراين  استفاده  عنوان    𝑆̂𝑐شود.  به 

 ( تعريف خواهد شد: 46مطابق با رابطه ) 𝑆𝑐تخمين  

(46) 𝑆̂𝑐=𝜐 −   𝑍𝑓 + ‖𝜐 −   𝑍𝑓‖ 𝑊̂𝐶
𝑇𝜎𝑐(𝑥) 
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طراحي خواهد    𝑊̂𝑐که در ادامه يک قانون تطبيق آنلاين برای به روز رساني  

برای ايجاد قانون به روز رساني برخط وزن شبكه عصبي بازيگر   𝑆̂𝑐شد. از 

برای   را  کنترلي  سيگنال  تنها  نه  بازيگر  شد. شبكه عصبي  استفاده خواهد 

کند، بلكه  های نامعلوم را جبران ميرديابي مسير مطلوب توليد و غير خطي 

بلند مدت   تابع هزينه  به حداقل مي  𝑆̂𝑐همچنين    رساند. در همين حال،را 

تنظيم شبكه عصبي   منظور  به  را  بلند مدت  تابع هزينه  منتقد  شبكه عصبي 

مي تخمين  تخمين  بازيگر  تطبيقي،  يادگيری  توسط  بنابراين،  زند. 

𝑊̂𝑎گر
𝑇𝜎𝑎(𝑥)   کننده بهينه  به هزينه بهينه همگرا خواهد شد و يک کنترل

 . ]44[يا تقريباً بهينه به دست خواهد آمد

 طراحی کنترل کننده  -6-3
 شود:( پيشنهاد مي47قانون کنترل برای ربات شبه اتومبيل به صورت رابطه )

(47) 

𝜏𝑎 = 𝐵2
−1(−𝐾2𝑍2 − 𝑊̂𝑎

𝑇𝜎𝑎(𝑥) − R
𝑇𝐽𝑇𝜀𝑗 − 𝑢𝑟) 

∋که ℛ2×2  𝐾2 باشد. عبارت  بهره تناسبي مي𝑢𝑟     يک کنترل کننده مقاوم

 شود:تطبيقي است که به صورت زير تعريف مي 

(48) 𝑢𝑟 = ℎ̂𝑇𝑎𝑛ℎ (0.2785  ℎ̂ 𝑍2/𝐶𝑛) 

  ℎ̂ يک لايه مرزی برای کنترل کننده مقاوم تطبيقي است. عبارت    𝐶𝑛که  

ℎ̂به صورت   = 𝐻𝑓𝑟̂𝑓  شود که تخمين  بيان ميℎ = 𝐻𝑓𝑟𝑓  باشد. در  مي

دهد که به  بردار رگرسور برای ربات شبه اتومبيل را نشان مي  𝐻𝑓اين رابطه 

 شود: صورت زير تعريف مي

(49) 

𝐻ƒ
= [1,−1‚ ‖𝑊̂𝑐‖𝐹‚‖𝑊̂𝑎‖𝐹‖𝑊̂𝑐‖𝐹 , ‚‖𝑊̂𝑐‖𝐹‖𝑊̂𝑎‖𝐹] 

𝑟𝑓و   = [𝑟1, 𝑟2, 𝑟3, 𝑟4, 𝑟5, 𝑟6]
𝑇  بردار پارامترهای نامعلوم هستند و ثابت-

 کنند که در بخش بعدی معرفي خواهند شد.را بيان مي ℎهای کران بالای 

های عصبي بازيگر و منتقد با  های وزني شبكهقوانين تطبيق برای ماتريس

 شوند: به صورت زير طراحي مي 1استفاده از اصلاح سيگما 

(50)  

𝑊̇̂𝑎 = 𝛤𝑎𝜎𝑎(𝑥)(𝑍2 + ‖𝑍2‖𝑊̂𝑐
𝑇𝜎𝑐(𝑥))

𝑇 − 𝛤𝑎𝛿𝑎𝑊̂𝑎  
(51) 

𝑊̇̂𝑐 = 𝛤𝑐‖𝑍2‖𝜎𝑐(𝑥)(𝑊̂𝑎
𝑇𝜎𝑎(𝑥))

𝑇 − 𝛤𝑐𝛿𝑐𝑊̂𝑐 
(52) 

𝑟̂ƒ̇ = 𝛤𝑟𝑓‖𝑍2‖𝐻𝑓
𝑇 − 𝛿𝑟𝑓 𝛤𝑟𝑓 𝑟̂ƒ 

پارامترهای طراحي    𝛿𝑟𝑓و    𝛿𝑎    ،𝛿𝑐های تطبيقي و  بهره 𝛤𝑟𝑓 و    𝛤𝑎    ،𝛤𝑐که  

هستند. بايد توجه شود که شبكه عصبي منتقد از طريق دريافت فيدبک از  

شود و سپس از طريق  ( آموزش داده مي51شبكه عصبي بازيگر در رابطه )

( منتقد  تابع  )46تخمين  بازيگر  عصبي  شبكه  در  عصبي  50(  شبكه  اين   )

(  44( در )47ترل ). با جايگذاری قانون کن]44[شودمؤثرتر آموزش داده مي

 ديناميک حلقه بسته برای ربات شبه اتومبيل به دست خواهد آمد: 

 
1 Sigma-modification 

 

(53) 

𝑀2𝑍̇2 = −𝐾2𝑍2 − ℎ̂ 𝑇𝑎𝑛ℎ(ℎ̂ 𝑍2/𝐶𝑛) + 𝑊̃𝑎
𝑇𝜎𝑎(𝑥) 

+(𝑒(𝑥) − 𝜏𝑑2) − R
𝑇𝐽𝑇𝜀𝑗 − 𝐶2𝑍2 − 𝐷2𝑍2 

 بررسی پایداری سیستم کنترل حلقه بسته -4

روش مشهور لياپانوف  در اين بخش، پايداری سيستم حلقه بسته از طريق  

 شود: شود. پايداری سيستم حلقه بسته در قضيه زير خلاصه ميانجام مي

در    :1  قضیه  که  اتومبيل  شبه  ربات  سينماتيكي  و  ديناميكي  مدل 

( )1معادلات  و  نظر گرفتن  3(  در  با  بگيريد.  نظر  در  را  است،  بيان شده   )

يری تقويتي که به  های يادگ( با سيگنال47کننده پيشنهادی )، کنترل 1فرض  

(  52( و )51(، )50شود و قوانين تطبيق )( طراحي مي46طور تطبيقي در )

-ها در سيستم حلقه بسته کراندار ميتوانند تضمين کنند که همه سيگنالمي

باشند  و خطاهای رديابي موقعيت کراندار نهايي يكنواخت هستند و به ناحيه  

 شوند. کوچک اطراف مبدأ همگرا مي

لياپانوف    اثبات: تابع  بسته  حلقه  سيستم  پايداری  اثبات  به    𝐿2برای 

 شود: صورت زير پيشنهاد مي

(54) 

𝐿2 = 𝐿1 +
1

2
𝑍2
𝑇𝑀𝑍2 +

1

2
𝑡𝑟{𝑊̃𝑎

𝑇𝛤𝑎
−1𝑊̃𝑎} +

1

2
𝑡𝑟{𝑊̃𝑐

𝑇𝛤𝑐
−1𝑊̃𝑐}+

1

2
𝑟̃𝑓
𝑇𝛤𝑟𝑓

−1𝑟̃𝑓  
𝑊̃𝑎 که = 𝑊𝑎 − 𝑊̂𝑎   ،𝑊̃𝑐 = 𝑊𝑐 − 𝑊̂𝑐   و𝑟̃𝑓 = 𝑟𝑓 − 𝑟̂𝑓  باشد. با  مي

از  مشتق )گيری  )54رابطه  جايگذاری  و  درنظرگرفتن    (53(  با  و  آن  در 

 خواهيم داشت:  2خاصيت 

(55) 

𝐿̇2 = 𝐿̇1 − 𝑍2
𝑇𝐾2𝑍2 − 𝑍2

𝑇𝐻ƒ𝑟̂ƒTanh(0.2785𝐻ƒ𝑟̂ƒ 𝑍2 

/𝐶𝑛) − 𝑍2
𝑇𝐷2𝑍2 + 𝑍2

𝑇𝑊̃𝑎𝜎𝑎(𝑥) − 𝑍2
𝑇R𝑇𝐽𝑇𝜀𝑗 

−𝑡𝑟 {𝑊̃𝑎
𝑇Γ𝑎

−1𝑊̇̂𝑎} − 𝑡𝑟 {𝑊̃𝑐
𝑇Γ𝑐

−1𝑊̇̂𝑐} − 𝑟̃𝑓
𝑇Γ𝑟𝑓

−1𝑟̇̂𝑓 

+ 𝑍2
𝑇(𝑒(𝑥) − 𝜏𝑑2) 

≤ −(𝜆𝑚𝑖𝑛{𝐾1} − 0.5𝜆𝑚𝑎𝑥{ 𝑅𝐽 })‖𝜀𝑗‖
2
− (1/𝜏𝑓 

(1/𝜏𝑓 − 1 − 0.5𝜆𝑚𝑎𝑥{ R𝐽 })‖𝑍𝑒‖
2 +

1

4
ρ2 

−𝑍2
𝑇𝐾2𝑍2 − −𝑍2

𝑇𝐻ƒ𝑟̂ƒ Tanh(0.2785 𝐻ƒ 𝑟̂ƒ 𝑍2 /𝐶𝑛) 

−𝑍2
𝑇𝐷2𝑍2 + 𝑍2

𝑇𝑊̃𝑎𝜎𝑎(𝑥) − 𝑡𝑟 {𝑊̃𝑎
𝑇Γ𝑎

−1𝑊̇̂𝑎} 

−𝑡𝑟 {𝑊̃𝑐
𝑇Γ𝑐

−1𝑊̇̂𝑐} − 𝑟̃𝑓
𝑇Γ𝑟𝑓

−1𝑟̇̂𝑓 + 𝑍2
𝑇(𝑒(𝑥) − 𝜏𝑑2) 

 

𝑊̃𝑎با استفاده از   = 𝑊𝑎 − 𝑊̂𝑎 ،𝑊̃𝑐 = 𝑊𝑐 − 𝑊̂𝑐    و جايگذاری قوانين

 ( در تابع لياپانوف، داريم:51( و )50تطبيق )

(56) 

𝐿̇2 ≤ −(𝜆𝑚𝑖𝑛{𝐾1} − 0.5𝜆𝑚𝑎𝑥{𝑅 𝐽 })‖𝜀𝑗‖
2

 

−(1/𝜏𝑓 − 1 − 0.5𝜆𝑚𝑎𝑥{R 𝐽 })‖𝑍𝑒‖
2 +

1

4
ρ2 

−𝑍2
𝑇𝐾2𝑍2 − 𝑍2

𝑇𝐻ƒ𝑟̂ƒ Tanh(0.2785 𝐻ƒ𝑟̂ƒ 𝑍2/𝐶𝑛) 
−𝑍2

𝑇𝐷2𝑍2 + 𝑍2
𝑇(𝑒(𝑥) − 𝜏𝑑2) 

−𝑡𝑟{𝑊𝑎
𝑇𝜎𝑎(𝑥)𝜎𝑐

𝑇(𝑥)‖𝑍2‖𝑊̂𝑐} 

 [
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+𝑡𝑟{𝑊̂𝑎
𝑇𝜎𝑎(𝑥)𝜎𝑐

𝑇(𝑥)‖𝑍2‖𝑊̂𝑐} + 𝛿𝑎𝑡𝑟{𝑊̃𝑎
𝑇𝑊̂𝑎} 

− 𝑡𝑟{𝑊𝑐
𝑇‖𝑍2‖𝜎𝑐(𝑥)𝜎𝑎

𝑇(𝑥)𝑊̂𝑎} 
+𝑡𝑟{𝑊̂𝑐

𝑇‖𝑍2‖𝜎𝑐(𝑥)𝜎𝑎
𝑇(𝑥)𝑊̂𝑎} + 𝛿𝑐𝑡𝑟{𝑊̃𝑐

𝑇𝑊̂𝑐}  
−𝑟̃𝑓

𝑇Γ𝑟𝑓
−1 𝑟̇̂𝑓  

به دست خواهد   بالای زيرروابط کران  6و  5، 4، 1با در نظر گرفتن فرض 

 آمد:

(57) 

𝑍2
𝑇𝑒(𝑥) − 𝑍2

𝑇𝜏𝑑 − 𝑡𝑟{𝑊𝑎
𝑇𝜎𝑎(𝑥)𝜎𝑐

𝑇(𝑥)‖𝑍2‖𝑊̂𝑐} 
+𝑡𝑟{𝑊̂𝑎

𝑇𝜎𝑎(𝑥)𝜎𝑐
𝑇(𝑥)‖𝑍2‖𝑊̂𝑐} − 𝑡𝑟{𝑊𝑐

𝑇‖𝑍2‖ 

𝜎𝑐(𝑥)𝜎𝑎
𝑇(𝑥)𝑊̂𝑎} + 𝑡𝑟{𝑊̂𝑐

𝑇‖𝑍2‖𝜎𝑐(𝑥)𝜎𝑎
𝑇(𝑥)𝑊̂𝑎} 

≤ ‖𝑍2‖‖𝑒(𝑥)‖ − ‖𝑍2‖‖𝜏𝑑‖ + ‖𝑊𝑎‖𝐹𝜎𝑎𝜎𝑐‖𝑍2‖ 

‖𝑊̂𝑐‖𝐹 + ‖𝑊̂𝑎‖𝐹𝜎𝑎𝜎𝑐
‖𝑍2‖‖𝑊̂𝑐‖𝐹 +

‖𝑊𝑐‖𝐹‖𝑍2‖ 

𝜎𝑐𝜎𝑎‖𝑊̂𝑎‖𝐹 + ‖𝑊̂𝑐‖𝐹
‖𝑍2‖𝜎𝑐𝜎𝑎‖𝑊̂𝑎‖𝐹  

≤ 𝑟1‖𝑍2‖ − 𝑟2‖𝑍2‖ + 𝑟3‖𝑍2‖‖𝑊̂𝑐‖𝐹 + 𝑟4
‖𝑍2‖ 

‖𝑊̂𝑎‖𝐹‖𝑊̂𝑐‖𝐹 + 𝑟5
‖𝑍2‖‖𝑊̂𝑎‖𝐹 + 𝑟6

‖𝑍2‖‖𝑊̂𝑐‖𝐹  

‖𝑊̂𝑎‖𝐹 ≔ ℎ(𝑍2,𝑊𝑎 ,𝑊𝑐 , 𝑊̂𝑎, 𝑊̂𝑐) 

 

 

,ℎ(𝑍2که   𝑊̂𝑎 , 𝑊̂𝑐) = 𝐻𝑓(𝑍2, 𝑊̂𝑎, 𝑊̂𝑐)𝑟𝑓    رابطه اين  در  باشد.  مي 

𝑟𝑓 = [𝑟1, 𝑟2, 𝑟3, 𝑟4, 𝑟5, 𝑟6]
𝑇     و𝐻𝑓(𝑍2,𝑊𝑎,𝑊𝑐 , 𝑊̂𝑎, 𝑊̂𝑐)    در رابطه

است.49) شده  تعريف   ) ( تطبيق  قانون  از  استفاده  با  ادامه،  به  52در  و   )

 آيد: تابع لياپانوف به صورت زير به دست مي 2 لمکارگيری 

(58) 

𝐿̇2 ≤ −(𝜆𝑚𝑖𝑛{𝐾1} − 0.5𝜆𝑚𝑎𝑥{𝑅 𝐽 })‖𝜀𝑗‖
2

 

−(1/𝜏𝑓 − 1 − 0.5𝜆𝑚𝑎𝑥{R 𝐽 })‖𝑍𝑒‖
2 +

1

4
ρ2 

−𝑍2
𝑇𝐾2𝑍2 − 𝑍2

𝑇𝐷2𝑍2 + 𝛿𝑎𝑡𝑟{𝑊̃𝑎
𝑇𝑊̂𝑎} 

+𝛿𝑐𝑡𝑟{𝑊̃𝑐
𝑇𝑊̂𝑐} + 𝛿𝑟𝑓𝑟̃𝑓

𝑇 𝑟̂𝑟𝑓 + 2𝐶𝑛 

 : ]39[آيدبه دست مي 1 لمهای زير از نامساوی

(59) 

𝛿𝑎𝑡𝑟{𝑊̃𝑎
𝑇𝑊̂𝑎} ≤ −𝛿𝑎 (1 −

1

2𝑘2
) ‖𝑊̃𝑎‖𝐹

2
 

                              +
1

2
𝛿𝑎𝑘

2‖𝑊𝑎‖𝐹
2 , 

𝛿𝑐𝑡𝑟{𝑊̃𝑐
𝑇𝑊̂𝑐} ≤  −𝛿𝑐 (1 −

1

2𝑘2
) ‖𝑊̃𝑐‖𝐹

2

+
1

2
𝛿𝑐𝑘

2‖𝑊𝑐‖𝐹
2  

𝛿𝑟𝑓𝑟̃𝑓
𝑇 𝑟̂𝑓 ≤ −𝛿𝑟𝑓 (1 −

1

2𝑘2
) ‖𝑟̃𝑓‖

2

+
1

2
𝛿𝑟𝑓𝑘

2‖𝑟𝑓‖
2
 

𝐾که  در اين روابط    > ( به صورت زير  54باشد. تابع لياپانوف )مي   2√2

 کراندار است:

(60) 

𝜆𝑚𝑖𝑛‖𝑥𝑞(𝑡)‖
2
≤ 𝐿2(𝑡) ≤ 𝜆𝑚𝑎𝑥‖𝑥𝑞(𝑡)‖

2
 

 تعريف خواهند شد:به صورت زير  𝜆𝑚𝑎𝑥و 𝑥𝑞(𝑡) ،𝜆𝑚𝑖𝑛  که

𝑥𝑞
= [𝑍1

𝑇 , 𝑍2
𝑇 , 𝑊̃𝑎11, … , 𝑊̃𝑎𝑛ℎ𝑛𝑜 , 𝑊̃𝑐11, … , 𝑊̃𝑐𝑛ℎ𝑛𝑜 , 𝑟̃𝑓

𝑇 , 𝑍𝑒
𝑇] 

𝜆𝑚𝑖𝑛

= 0.5min {1, 𝜆𝑚𝑖𝑛{𝑀}, 𝜆𝑚𝑖𝑛{Γ𝑎
−1}, 𝜆𝑚𝑖𝑛{Γ𝑐

−1}, 𝜆𝑚𝑖𝑛 {Γ𝑟𝑓
−1}} 

𝜆𝑚𝑎𝑥

= 0.5max {1, 𝜆𝑚𝑎𝑥{𝑀}, 𝜆𝑚𝑎𝑥{Γ𝑎
−1}, 𝜆𝑚𝑎𝑥{Γ𝑐

−1}, 𝜆𝑚𝑎𝑥 {Γ𝑟𝑓
−1}} 

مشتق )گيری  با  رابطه  )60از  جايگذاری  و  از  58(  استفاده  و  آن   در   )

 آيد:(، نتيجه زير به دست مي 59های )نامساوی

(61) 

 𝐿̇2(𝑡) ≤ −𝑐1‖𝜀𝑗‖
2
− 𝑐2‖𝑍𝑒‖

2−𝑐3‖𝑍2‖
2 

−𝑐4‖𝑊̃𝑎‖𝐹
2
− 𝑐5‖𝑊̃𝑐‖𝐹

2
− 𝑐6‖𝑟̃𝑓‖

2
+ 𝛩 

 ( به صورت زير تعريف خواهند شد: 61که پارامترهای رابطه )

(62) 

𝑐1 = 𝜆𝑚𝑖𝑛{𝐾1} − 0.5𝜆𝑚𝑎𝑥{R𝐽}, 𝑐2 = 1/𝜏𝑓 − 1 − 

0.5𝜆𝑚𝑎𝑥{R 𝐽 }, 𝑐3 = 𝜆𝑚𝑖𝑛{𝐾2} + 𝜆𝑚𝑖𝑛{𝐷2} 

𝑐4 = 𝛿𝑎 (1 −
1

2𝑘2
) , 𝑐5 = 𝛿𝑐 (1 −

1

2𝑘2
) 

𝑐6 = 𝛿𝑟𝑓 (1 −
1

2𝑘2
), 

(63) 

𝛩 =
1

4
ρ2 + +

1

2
𝛿𝑤𝑎𝑘

2‖𝑊𝑎‖𝐹
2 +

1

2
𝛿𝑤𝑐𝑘

2‖𝑊𝑐‖𝐹
2  

+
1

2
𝛿𝑟𝑓𝑘

2‖𝑟𝑓‖
2
+ 2𝐶𝑛. 

 شود: ( به صورت رابطه زير ساده سازی مي 61در نهايت، رابطه )

(64) 𝐿̇2 ≤ −𝑐𝑚‖𝑥𝑞‖
2
+ 𝛩 

𝑐𝑚  که = 𝑚𝑖𝑛{𝑐1, … , 𝑐6}  مي( رابطه  در  دهنده    𝑐𝑚(  64باشد.  نشان 

( مشتق  60بيان کننده مقادير مثبت است. با توجه به رابطه )  𝛩مقادير منفي و  

 تابع لياپانوف به صورت زير کراندار است: 

(65) 

 𝐿̇2 ≤ −𝑐𝑚‖𝑥𝑞‖
2
+ 𝛩 ≤ −𝑐𝑚𝐿2/𝜆𝑚𝑎𝑥 + 𝛩 

 ( در آن خواهيم داشت:60( و سپس جايگذاری رابطه )65نامساوی )با حل  

(66) 

𝐿2 ≤ 𝜆𝑚𝑎𝑥𝛩/𝑐𝑚 + (𝐿2(𝑡0) − 𝜆𝑚𝑎𝑥𝛩/𝑐𝑚) 
𝑒−𝑐𝑚𝑡/𝜆𝑚𝑎𝑥  

𝑡( به اين نتيجه خواهيم رسيد که با گذشت زمان)66با استفاده از رابطه ) →

 ( نامساوی زير برای تابع لياپانوف برقرار خواهد بود:∞

(67) 𝐿2 ≤ 𝑚𝑎𝑥{(𝐿2(𝑡0), 𝜆𝑚𝑎𝑥𝛩/𝑐𝑚} 

لياپانوف  67( و ) 60در نتيجه، با درنظر گرفتن رابطه )  در   𝐿̇2( مشتق تابع 

 خارج از مجموعه محدب زير اکيداً منفي است:

(68) 

Ω𝑞 = {𝑥𝑞(𝑡)| 0 ≤ ‖𝑥𝑞(𝑡)‖ ≤ 
 

√𝑚𝑎𝑥{(𝐿2(𝑡0), 𝜆𝑚𝑎𝑥𝛩/𝑐𝑚}/𝜆𝑚𝑖𝑛  
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 ( رابطه  مي68از  به عمل  نتيجه  اين  که  (  ناحيه   ‖𝑥𝑞(𝑡)‖آيد  از  خارج 

کران دار نهايي يكنواخت است.      ‖𝑥𝑞(𝑡)‖يابد و  کاهش مي  Ω𝑞محدب  

ماتريس تخمين  خطاهای  رديابي،  خطاهای  شبكه  بنابراين،  وزن  های 

و خطای تخمين کران بالای اغتشاشات خارجي   عصبي بازيگر و منتقد

𝑥کران دار نهايي يكنواخت هستند به عبارتي   ∈ 𝐿∞  باشد. با استفاده  مي

فرض   )  4از  کنترل  قانون  سيگنال47و  𝑟̂ƒ،𝜏𝑎های (،  ∈

𝐿∞،𝑊̂𝑎11, … , 𝑊̂𝑎𝑛ℎ𝑛𝑜، 𝑊̂𝑐11, … , 𝑊̂𝑐𝑛ℎ𝑛𝑜  از علاوه،  به  باشند.  مي 

اوليه   شرايط  که  جايي  𝑎1𝑗𝜂−𝑗(0)−آن  < 𝑍1𝑗(0) < 𝑏1𝑗𝜂̅𝑗(0) 

𝜀1𝑗برقرار است و   ∈ 𝐿∞ , ∀ 𝑡 ≥ ای کوچک به ناحيه  𝜀1𝑗باشد و  مي   0

مي همگرا  مبدأ  پس  اطراف  𝑍̂1𝑗شود،  ∈ Ω𝑍1𝑗  بنابراين،  مي باشد. 

−𝑎1𝑗𝜂−𝑗 < 𝑍1𝑗 < 𝑏1𝑗𝜂̅𝑗     رديابي خطاهای  ناحيه  𝑍1𝑗و  ای  به 

 شوند. تعريف شده همگرا ميکوچكي اطراف مبدأ با عملكرد از پيش 

 نتایج شبیه سازی -5
کنترل  بخشي  اثر  بخش،  اين  پيشنهادی  در  تقويتي  يادگيری  کننده 

اين   برای  است.  گرفته  قرار  بررسي  مورد  اتومبيل  شبه  ربات  يک  برای 

شود تا در فاصله نگاه به  منظور، به يک ربات شبه اتومبيل فرمان داده مي

ها در نرم  مطلوب را رديابي کند. تمام شبيه سازی جلو يک ربات مجازی 

ميلي ثانيه    20افزارمتلب به کمک روش تقريب اويلر با زمان نمونه برداری  

های ديناميكي ربات شبه اتومبيل به صورت زير  انجام شده است. ماتريس

 شوند: تعريف مي

(69) 

 𝑀1(𝑝) = 

[
 
 
 

𝑚𝑐

0
−𝑚𝑐𝑙𝑐𝑠𝑖𝑛𝜓

 0                    −𝑚𝑐𝑙𝑐𝑠𝑖𝑛𝜓               0

 𝑚𝑐                          𝑚𝑐𝑙𝑐𝑐𝑜𝑠𝜓               0   
   𝑚𝑐𝑙𝑐𝑐𝑜𝑠𝜓         𝐼𝑐  + 𝐼𝑓         𝐼𝑓              

0             0                             𝐼𝑓                             𝐼𝑓]
 
 
 

 

𝐶1(𝑝‚ 𝑝̇)𝑝̇ = [

−𝑚𝑐𝑙𝑐𝜓̇
2𝑐𝑜𝑠𝜓

−𝑚𝑐𝑙𝑐𝜓̇
2𝑠𝑖𝑛𝜓

0
0

]   ,  

𝐵1(𝑝) = [

𝑐𝑜𝑠𝜓 0
𝑠𝑖𝑛𝜓

𝑎𝑠𝑖𝑛𝛾𝑐𝑜𝑠𝛾
0

0
0
1

] 

 

معرفي    ]36[پارامترهای ربات شبه اتومبيل مطابق با مرجع  1در جدول  

 شده است: 

 ي تي تقو ی ريادگ ي ق ياز طر ل يربات شبه اتومب  يکنترل تميالگور يبلوک اگرام ي: د3شكل 
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 (: پارامترهای ربات شبه اتومبيل 1جدول )

 مقدار توضيحات  پارامتر

r های رباتشعاع چرخ m 2 /0 

cm  30 جرم ربات شبه اتومبیل𝐾𝑔 

cI 5 لختی دورانی حول محور عمودی𝐾𝑔.𝑚2 

fI  10 لختی دورانی اتومبیل𝐾𝑔.𝑚2 

a های جلو و عقبفاصله بین چرخ m 2 /1 

cL   فاصله بین مرکز جرم و نقطه𝑂𝐵 m 55/0 

1D  25 ضریب ماتریس میراییI4/0 

d  فاصله𝑃𝑜  تا𝑃𝑑 m 25/0 

   پارامترهای شبكه عصبي و کنترل کننده بيان شده است: 2در جدول  

 

 های عصبي بازيگر و منتقد (: پارامترهای کنترل کننده و شبكه 2جدول ) 

 پارامتر مقدار

 تابع 

 عملكرد 

 مقدار مقدار پارامتر مقدار

2.5- 
m 

−𝜂−𝑗,0 10diag([10,10]
) 

𝐾1 2 𝑛𝑜 

2.5 

m 
𝜂̅𝑗,0 10diag([10,10]

) 
𝐾2 9 𝑛ℎ  

0.1 𝑐 10[1,1,1,1, 

]T1,1,1,1,1 
𝜆𝑐, 𝜆𝑎 [-

4,…,4

] 

𝜇𝑐, 𝜇𝑎 

2 𝑎1, 𝑏1, 
𝑎2, 𝑏2 

1 𝛿𝑎 5 Γ𝑎 

20m 𝑇 1 𝛿𝑐 5 Γ𝑐 
.10- 

m 
−𝜂−𝑗,∞ exp(−𝑡)

+ 0.05 
𝜏𝑓 5 Γ𝑟𝑓 

0.1

m 
𝜂̅𝑗,∞ 0.3 𝐶𝑛 0.2 𝛿𝑟𝑓  

صورت   به  اتومبيل  شبه  ربات  اوليه  موقعيت  , 𝑥‚ 𝑦‚ ψ]بردار  γ]𝑇 =

[4‚ 0‚ 0‚ 0]𝑇  های  باشد. مدل زير برای اغتشاشات خارجي و ديناميکمي

 مدل نشده در نظر گرفته شده است: 

(70) 

𝜏𝑑1 = 0.2[0.25(𝑖) + 0.5𝑠𝑖𝑔𝑛(𝑖) + 5sin (2𝑡)],  
𝑖 = 𝑣,𝓌 

 

های کنترل  عملگرهای واقعي، سيگنال به منظور شبيه سازی اشباع ورودی  

|𝜏𝑎|با   ≤ 200‚ 𝑖 = 𝓋(t),𝓌(t)   گرديده زماني  محدود  سير  خط  اند. 

انتخاب شده   پيشنهادی  کننده  ارزيابي عملكرد کنترل  برای  مطلوب زير 

 است:

(71) 𝑦𝑑 = [𝑦𝑑1(𝑡), 𝑦𝑑2(𝑡)]
𝑇 

𝑦𝑑1 = 𝑥𝑔 + 𝑅𝑐𝑜𝑠(𝜔𝑟𝑡),   

 𝑦𝑑2 = 𝑦𝑔 + 𝑅𝑠𝑖𝑛(𝜔𝑟𝑡) 

𝑥𝑔که   = 0   ،𝑦𝑔 = 0  ،𝑅 = 𝜔𝑟و    7.5 = خط    0.03 پارامترهای 

 سيرزماني مطلوب هستند. 

صورت     به  نامعلوم  پارامترهای  اوليه  𝑟̂𝑓مقدار  =

[0.1,0.2,0.3,0.4,0.5,0.6]𝑇     اعمال از  پس  است.  شده  گرفته  نظر 

جدول  در  شده  ذکر  سازی  2و    1های  مقادير  است.  شبيه  شده  انجام  ها 

باشند که به ترتيب  مي  11تا    4های  زی شكل های حاصل از شبيه ساشكل

بعدی   دو  درصفحه  مطلوب  سيرزماني  خط  رديابي  𝑥)شامل  − 𝑦) ،

های شبكه  های کنترل، خطای تخمين وزنخطای رديابي موقعيت، ورودی 

و   منتقد  تابع  تخمين  خطای  پارامترها،  تخمين  منتقد،  و  بازيگر  عصبي 

 پردازيم: ها ميبررسي آنخطای خروجي فيلتر هستند که در ادامه به  

دهد که ربات شبه اتومبيل  خط سير زماني مطلوب را در نشان مي  4شكل  

دهنده خطای  نشان    5کند. شكل  ها با موفقيت دنبال ميحضور عدم قطعيت

کوچكي اطراف مبدأ همگرا شده است.    رديابي موقعيت است که به ناحيه

ه اتومبيل از طريق کنترل  سيگنال کنترلي اعمال شده به ربات شب  6شكل  

را   خارجي  اغتشاشات  حضور  در  شده  طراحي  تقويتي  يادگيری  کننده 

داده است. در شكل  فروبنيوس    9و    8،  7های  نشان  نرم  اندازه  به ترتيب 

تخمين وزن شبكه عصبي بازيگر، اندازه نرم فروبنيوس وزن شبكه عصبي  

قطعيت ی مشخص شده  های غيرپارامترمنتقد و تخمين کران بالای عدم 

دهد  های تقويتي را نشان ميسيگنال   10است که کراندار هستند. شكل  

-خطای خروجي فيلتر را نشان مي  11اند. شكل  که به خوبي کراندار شده 

 هد که در نزديكي مبدأ همگرا شده است.د
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-به اين نتيجه خواهيم رسيد که تمام سيگنال   11تا    4به شكل های  با توجه  

ای سيستم حلقه بسته کران دار هستند. به منظور مقايسه و بررسي عملكرد  ه

گذرای رديابي خط سير زماني ، زمان  کنترل کننده پيشنهادی در پاسخ  

ای بر اساس روش  همگرايي خطاهای رديابي و سيگنال کنترلي، مقايسه

س تقويتي  کنترل  يادگيری  طريق  از  ديناميكي  و    (AC with PPF)طح 

روش کنترل سطح ديناميكي از طريق يادگيری تقويتي بدون عملكرد از  
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و کنترل سطح ديناميكي شامل يک شبكه عصبي    ( AC) پيش تعريف شده  

(NN)  انتخاب شده    2و   1ها مطابق با جدول  انجام شده است که مقادير آن

𝐾1است با اين تفاوت که بهره   = 2𝑑𝑖𝑎𝑔[10,10]    درAC    وNN    در

نشان داده شده    14تا    12های  نظر گرفته شده است ونتايج آن در شكل 

 است.

( کننده  کنترل  سه  سازی  شبيه  از  آمده  دست  به   AC withنتايج 

PPF( ،)AC  )و  (NN )   های مبتني بر  حاکي از آن است که کنترل کننده

خط سير زماني مطلوب را     (AC)و  (  AC with PPF)يادگيری تقويتي  

که تنها دارای يک شبكه عصبي است ، به    (NN)   نسبت به کنترل کننده 

  چنين خطاهای رديابي برای کنترلطور ايده آل تر رديابي کرده است. هم

به ناحيه کوچكتری اطراف مبدأ    (  AC)و    (AC with PPF) های  کننده 

همگرايي    (NN)اند اين در حالي است که برای کنترل کننده  همگرا شده 

اطراف مبدأ بوده است و در واقع باند    خطاهای رديابي به ناحيه بزرگتری

های مبتني بر يادگيری تقويتي  نهايي خطاهای رديابي برای کنترل کننده

(AC with PPF  )  و(AC)    برای نهايي خطای رديابي  باند  از  کوچكتر 

به دليل آن است که استفاده از    (NN)کنترل کننده   است. اين اختلاف 

بازيگر باعث تقويت تخمين عدم  شبكه عصبي منتقد در کنار شبكه عصبي  

 های نامعلوم شده است. ها و غيرخطيقطعيت
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های عملكردی زير برای اندازه گيری کمي دقيق تر کنترل  شاخص

 : ]45[شودها پيشنهاد ميکننده 

(72) 𝑅𝑀𝑆 (𝑒𝑗(𝑡))

= √(1/𝑇𝑓)∫ |𝑒𝑗(𝑡)|
2
𝑑𝑡

𝑇𝑓

0

, 𝑗 = 𝑥, 𝑦 

بيان کننده خطای رديابي برای    𝑒𝑗(𝑡)نشان دهنده کل زمان اجرا و    𝑇𝑓که  

j  ُاست.  ا خروجي  عملكرد   𝑅𝑀𝑆مين  ميانگين  ارزيابي  برای  شده  بيان 

 شود.  رديابي استفاده مي

(73) 𝑅𝑀𝑆 (𝑢𝑗(𝑡))

= √(1/𝑇𝑓)∫ |𝑢𝑗(𝑡)|
2
𝑑𝑡

𝑇𝑓

0

, 𝑗 = 𝑣, 𝑤 

 شود. های کنترل برای ارزيابي هزينه کنترل استفاده ميسيگنال  𝑅𝑀𝑆که  

(74) 𝑒𝑀,𝑗 = 𝑚𝑎𝑥{|𝑒𝑗(𝑡)|} , 𝑗 = 𝑥, 𝑦 

گذرای   عملكرد  تعيين  برای  رديابي  خطای  مطلق  مقدار  ماکزيمم  که 

 شود. ها استفاده ميکنترل کننده 

(75) 

𝑒𝑓,𝑗 = 𝑚𝑎𝑥𝑇𝑓−𝑇𝐿 ≤ 𝑡 ≤ 𝑇𝑓{|𝑒𝑗(𝑡)|} , 𝑗 = 𝑥, 𝑦 
 

ثانيه آخر به عنوان    𝑇𝐿که ماکزيمم مقدار مطلق خطای رديابي در طول  

شود و در  ها استفاده ميشاخص اندازه گيری دقت رديابي کنترل کننده 

𝑇𝐿اين شبيه سازی  = 5𝑠 .است 

 

 

 

 AC with PPF AC NN شاخص های عملكرد 

 𝑟𝑚𝑠(𝑒𝑥(𝑡))(𝑚) 0.7003 1.5879 2.4144 

𝑟𝑚𝑠(𝑒𝑦(𝑡))(𝑚) 0.0653 1.4403 2.4088 

𝑟𝑚𝑠(𝑢1(𝑡))(𝑉) 1.5498 2.1612 2.3587 

𝑟𝑚𝑠(𝑢2(𝑡))(𝑉) 1.0427 1.0933 1.1565 

𝑒𝑀,1 2.05 2.05 2.05 

𝑒𝑀,2 0.1027 1.5024 1.5208 

𝑒𝑓,1 0.002 0.0012 0.3558 

𝑒𝑓,2 0.0043 0.0027 0.1708 

 

شاخص  3جدول   عددی  ميمقايسه  نشان  را  ذکرشده  عملكردی  -های 

-ها را مقايسه ميکننده های کنترلي کنترل هدکه عملكرد کلي و سيگنالد

که   همانطور  ميکند.  رديابي  مشاهده  عملكرد  ميانگين  شود 

𝑟𝑚𝑠(𝑒𝑗(𝑡))(𝑚)    دقت رديابي نهايي ،𝑒𝑓,𝑗   سيگنال کنترل، عملكرد ،

و ماکزيمم مقدار مطلق خطای    𝑒𝑀,1گذرای کنترل کننده پيشنهاد شده  

های مبتني بر يادگيری تقويتي  ثانيه آخر برای کنترل کننده  𝑇𝐿رديابي در

(AC with PPF  و )(ACبه دليل استفاده از شبكه عصبي منتقد در آن )  ها

کننده کنترل  )  از  عصبي  شبكه  يک  ميNNشامل  کوچكتر  اما (  باشد 

( به دليل استفاده از   AC with PPFکنترل کننده پيشنهادی در اين مقاله )

تابع عملكرد از پيش تعريف شده نتايج مطلوب تری نسبت به کنترل کننده  

(AC  تنها داشته ).آن است که    3نتيجه کلي به دست آمده از جدول    است

پيش تعريف شده   از  عملكرد  با  يادگيری تقويتي  عملكرد کنترل کننده 

 باشد. ها ميکننده بسيار موثرتر نسبت به ديگر کنترل 

 

 نتیجه گیری  - 7
سيرزماني   رديابي خط  مسئله  منظور حل  به  پژوهشي،  مقاله  اين  در 

اتومبيل با استفاده از روش کنترل نگاه به جلو  مرجع برای يک ربات شبه  

پيش  از  عملكرد  از  استفاده  با  تقويتي  يادگيری  از  بعدی،  دو  فضای  در 

پيشنهاد   ديناميک  سطح  کنترل  تكنيک  گيری  کار  به  با  شده  تعريف 

گرديد. استفاده از يک فيلتر مرتبه اول در تكنيک کنترل سطح ديناميک  

به محاسبه مشتق سيگنال ک از طراحي  نياز  نترل مجازی را در هر مرحله 

کنترل کننده کاهش داده است و در نتيجه منجر به کاهش حجم محاسبات  

شده است. ساختار يادگيری تقويتي استفاده شده در اين مقاله بر اساس  

بازيگرشبكه مي  -های عصبي  برای  منتقد  بازيگر  که شبكه عصبي  باشد 

غيرخطي قطعتخمين  عدم  و  نامعلوم  کنترلي  يتهای  سيگنال  توليد  و  ها 

پردازد. سيستم است و شبكه عصبي منتقد به ارزيابي عملكرد سيستم مي

در نهايت از يک کنترل کننده تطبيقي مقاوم به منظور مقابله با پارامترهای  

نامعلوم و اغتشاشات خارجي استفاده شده است. به منظور اثبات کرانداری  

ز روش لياپانوف مستقيم برای سيستم  نهايي يكنواخت خطاهای رديابي ا

کننده   کنترل  عملكرد  سازی،  شبيه  نتايج  گرديد.  استفاده  بسته  حلقه 

به دست آمده خطاهای   نتايج  با  داده است که مطابق  نشان  پيشنهادی را 

اند.  نتايج به دست آمده حاکي از آن رديابي در نزديكي مبدأ همگرا شده 

سازی بر  خاب مناسب برای پياده است که روش کنترل پيشنهادی يک انت 

 شود.روی يک ربات در دنيای واقعي محسوب مي

 مقايسه عددی کنترل کننده يادگيری تقويتي با ساير کنترل کننده ها (: 3) جدول
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