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های غيرخطی مرتبه کسری بر پايه ای از سيستمکارآمدی را جهت حل مساله کنترل بهينه دستهاين مقاله، روش محاسباتی : چکیده

ليوويل و با مرتبه کسری بين  -نمايد. مشتق کسری بر اساس مفهوم ريمانريزی خطی ارايه میترکيب روش سری مودال و استراتژی برنامه

باشد انتگرال مربعی از حالت و کنترل با افق زمانی محدود عملكردی که شامل هزينه نهايی می صفر و يک در نظر گرفته شده است. معيار

در نظرگرفته شده است. در اين مقاله هر دو مساله شامل وضعيت نهايی ثابت و آزاد بررسی شده است. در اين روش، ابتدا روش سری مودال 

ای از مسايل دست آمده است، به دنبالهليه، که از اصل ماکزيمم پونترياگين بهجهت تبديل مساله مقدار مرزی مرتبه کسری غيرخطی اوّ

شود. سپس اين دنباله از مسايل مقدار مرزی مرتبه کسری خطی با تعريف يک مقدار مرزی مرتبه کسری خطی نامتغير با زمان بسط داده می

لتنيكف و  -ی بر اساس تقريب مرتبه اول مشتقات کسری گرونوالدمساله تغييراتی در حساب تغييرات و با استفاده از تكنيک گسسته ساز

شود. آناليز همگرايی روش پيشنهادی ارايه و جهت حصول کنترل ريزی خطی تبديل میای از مسايل برنامهمعرفی يک انتقال جديد به دنباله

دو مثال عددی که مبين کارايی روش  ،نهايت گردد. دربهينه، الگوريتم تكراری و سريعی با تلاش محاسباتی اندک معرفی می -زير

 شود.پيشنهادی است ارايه می

-کسری غيرخطی، تقريب گرونوالديافته، مساله مقدار مرزی مرتبهکسری ، سری مودال توسعهمرتبهکنترل بهينه کلمات کلیدی: 

 .ريزی خطیلتنيكف، برنامه

Optimal Control for a Class of Nonlinear Fractional-Order 

Systems Using an Extended Modal Series Method and Linear 

Programming Strategy 

Ehsan Mohammadzadeh, Naser Pariz, Seyed Kamal Hosseini Sani, Amin Jajarmi 

 

Abstract: This paper presents a novel hybrid technique based on the modal series method and 

linear programming strategy for solving the optimal control problem of nonlinear fractional-order 

systems. The fractional derivative is defined in the sense of Riemann-Liouville with order less than 

one. The performance index includes the terminal cost in addition to the integral quadratic cost 

functional. Both the fixed and free final states cases have been taken into account. In this approach, 

first we extend the modal series method in order to convert the original nonlinear fractional-order 

two point boundary value problem (FTPBVP) derived from the Pontryagin’s maximum principle 

into a sequence of linear time-invariant FTPBVPs. This sequence is then transformed into a 

sequence of linear programming problems by defining a new variational problem in the calculus of 
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variations, using a discretization technique based on the first-order Grünwald-Letnikov 

approximation and introducing a new transformation. The convergence analysis of the proposed 

approach is also provided. To achieve an accurate suboptimal control, we apply a fast iterative 

algorithm with low computational effort. Finally, two numerical examples are included to illustrate 

the effectiveness of the proposed approach. 

 

Keywords: Fractional-order optimal control, Extended modal series, Nonlinear fractional-order 

two point boundary value problem, Grünwald-Letnikov approximation, Linear programming. 

 مقدمه -1

های مرتبه اگرچه کارهای صورت گرفته در زمينۀ کنترل سيستم

ای داشته امّا در حوزه کنترل بهينه کسری در دهۀ اخير رشد فزاينده

های مرتبه کسری کارهای محدودی انجام شده است. با اين وجود سيستم

لاگرانژ -لاگرانژين و معادله اولربا استفاده از حساب تغييرات کسری، 

. کلايمک ]1[برای يک سيستم مرتبه کسری توسط ريوو توسعه داده شد

ای برای معادلات ديفرانسيل کسری خطی با قوانين محافظه کارانه ]2[

دست آوردن تعميم جهت به ] 3[ضرايب متغير استخراج نمود. در مرجع 

های فرکتال از معادله طبرای محي 1لانداو-جينزبرگ کسری از معادله

يک هاميلتونين جهت  ]4[استفاده شده است. در مرجع  لاگرانژ-اولر

سيستم ديناميكی کسری ساخته شد که با تبديل هاميلتونين به معادله 

لاگرانژ کسری جهت -شرودينگر حل شده است. استفاده از معادله اولر

نو و های خطی توسط باليآمدل کردن لاگرانژين کسری با سرعت

های با سرعت بندی هاميلتونين کسری سيستم، فرمول]5[همكارانش 

و ] 8و7[، معادلات هاميلتونين جهت مسايل تغييراتی کسری ]6[خطی 

 ]9[تغييراتی کسری در  بندی هاميلتونين کسری برای مسايلفرمول

با بسط حساب تغييرات جهت مشتق  ]10[صورت پذيرفته است. در مرجع 

لاگرانژ برای مسايل تغييراتی کسری توسعه داده -اولر کسری، معادلات

شده است. برای نخستين بار، اگراوال با استفاده از حساب تغييرات کسری 

بندی مسايل کنترل بهينه کسری را و تكنيک ضرب کننده لاگرانژ، فرموله

ارايه نمود که پياده سازی شرايط لازم  2ليوويل-بر حسب مفهوم ريمان

. ]11[گشت 3ايت منجر به مسالۀ مقدار مرزی مرتبه کسریبهينگی در نه

دست آمده هم به مشتق راست اما از آنجايی که مساله مقدار مرزی به

سيستم  4حالت -متغيرحالت سيستم و هم به مشتق چپ متغير کمک

های دست آوردن پاسخ تحليلی مساله حتی برای سيستمباشد بهوابسته می

های عددی باشد. بنابراين روشمشكل می مرتبه کسری خطی نيز بسيار

، جهت محاسبه پاسخ ]12[اند. در مرجع توسعه يافته ،جهت حصول نتيجه

مساله کنترل بهينه کسری که بر اساس مشتق کسری  برحسب مفهوم 

جايگزين معادلات  6فرموله شده بود، معادلات انتگرال والترا 5کاپوتو

 
1 Ginzburg-Landau 
2 Riemann-Liouville 
3 Fractional two point boundary value problem 
4 Co-state 
5 Caputo 

از حل  ،سخ معادلات جبری حاصلهديفرانسيل منتجه شد و برای محاسبۀ پا

مساله کنترل  ]14و  13[کنندۀ خطی استفاده شد. اگراوال و همكارانش 

ليوويل را تعريف نمودند و  -بهينه کسری بر حسب مشتق کسری ريمان

و روش عددی  7لتنيكف-معادلات منتجه با استفاده از تقريب گرونوالد

لتنيكف -ف گرونوالدصورت مستقيم حل شده است. استفاده از تعريهب

منجر به روش عددی  ]15[اصلاح شده توسط باليآنو و همكارانش 

تفاضل مرکزی جهت محاسبه پاسخ مساله کنترل بهينه کسری با دقت 

، نويسندگان جهت محاسبه پاسخ تقريبی مسايل ]16[بيشتر شده است. در 

 که 8از تقريب اوستالوپ RIOTS_95کنترل بهينه کسری با استفاده از 

گيری کسری است بهره جستند. ديفرانسيلتقريب کسری از اپراتورهای 

جهت توسعه شرايط بهينگی و روش حل مساله کنترل  ]17[در مرجع 

برای مشتق کسری استفاده شده است.  9بهينه کسری، فرمول انبساطی

بندی مساله کنترل بهينه کسری به همراه روش حل آن بر پايه شبه فرموله

نمايش داده شده است. نويسندگان مرجع  ]18[ر مرجع فضای حالتی د

ای از سيستم های زنجيره مساله کنترل بهينه کسری را برای دسته ]19[

بندی نموده و سپس جهت حل برحسب مشتق کسری کاپوتو فرموله 10ای

 ]20[روش تكراری عددی را توسعه دادند. فريدريكو و تورس  ،مساله

صورت عام در کنترل بهينه کسری بر حسب مفهوم هرا ب 11قضيه نئودر

کاپوتو فرموله کرده و قوانينی را در مسايل کنترل بهينه کسری مطالعه 

ل کنترل بهينه ای از مسايبرای حل دسته ]21[نمودند. لطفی و همكارانش 

روش مستقيم عددی را نمايش  ،های متعامد لژاندرکسری از طريق پايه

بندی و روش حلی برای مساله کنترل بهينه کسری فرموله ]22[دادند. در 

با فرض آزاد بودن زمان نهايی نشان داده شده است. نويسندگان مقاله، 

شرايط لازم جهت بهينگی و شرط سنجش را  با استفاده از تكنيک ضرب 

جهت حل  12پرتاب دست آورده و از روشی مشابه روشکننده لاگرانژ به

-جهت حل دسته ]23[اند. اخيراً نويسندگان شرايط بهينگی استفاده نموده

روش  صورت غيرمستقيم، با استفاده ازهای از مسايل کنترل بهينه کسری ب

                                                                                                         
 

6 Volterra-type 
7 Grünwald-Letnikov 
8 Oustaloup’s approximation 
9 Expansion formula 
10 Continuum  
11 Neother-type 
12 Shooting method 
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اند. از جمله کارهای کار بردهری بسل کوتاه شده را بهس 1کولوکيشن

روش پاسخی را نمايش دادند که مساله کنترل  ]24[اخير، آلميدا و تورس

ای که فقط شامل مشتقات مرتبه ه کنترل بهينهبهينه کسری اصلی با مسال

کارگيری روش تفاضل باشد تقريب زده شده است. سپس با بهصحيح می

 شود.یصورت عددی حل مه، مساله گسسته شده و در نهايت ب2محدود

کارگيری شرايط لازم بهينگی جهت حل همانطور که بيان شد به

 مقدار مرزی مرتبه کسری مسالۀ کنترل بهينه کسری، منجر به يک مسالۀ

گردد. اين مساله در حالت کلی غيرخطی بوده و وابسته به مشتقات یم

باشد. بنابراين حل اين مساله در بسياری از کسری راست و چپ می

حالات بسيار مشكل و حتی گاهی غيرممكن است. لازم به ذکر است 

بهينه  فقط مسايل کنترل ،بيشتر کارهای انجام شده در مقالات موجود

سيستم های مرتبه کسری عمدتاً خطی و با وضعيت نهايی آزاد را در 

اند. امّا در مقاله جاری روش نوينی جهت محاسبۀ پاسخ مسايل نظرگرفته

های غيرخطی مرتبه کسری شامل کنترل بهينه برای کلاسی از سيستم

شود. همچنين معيار عملكردی چندين متغير حالت و کنترل ارائه می

باشد. با فرض بر انتگرال تابعی هزينه، شامل هزينه نهايی نيز می علاوه

ثابت بودن زمان نهايی، هر دو حالت وضعيت نهايی ثابت و آزاد در نظر 

 گرفته شده است.

هدف اين مقاله، ارايه تكنيكی کارآمد و با قابليت محاسباتی بالا بر 

ينه ای از مسايل کنترل بهاساس روش سری مودال جهت حل دسته

باشد. جزءکليدی در روش سری مودال، بسط غيرخطی مرتبه کسری می

صورت سری بوده که در حوزه آناليز هپاسخ يک سيستم غيرخطی ب

. سری مودال در ]28-25[های غيرخطی توسعه داده شده است سيستم

لورن پاسخ معادله ديفرانسيل غيرخطی حول شرايط اوليه واقع بسط مک

پاسخ مدل خطی که تنها از دو جمله اول بسط مک است و لذا نسبت به 

تر است. همچنين در اين روش، پاسخ سيستم شود دقيقلورن استفاده می

غيرخطی نامتغير با زمان بر اساس مودهای سيستم خطی شده ومودهای 

که مودهای تداخلی سيستم بر آيد. از آنجايیدست میتداخلی سيستم به

و خطی شده سيستم بوده و اين مودها  اساس ترکيبی از مودهای اصلی

مفهوم مقادير ويژه را برای سيستم دارند لذا پاسخ سيستم به فرم سری 

شود. مودال منجر به درک فيزيكی بهتری از رفتار سيستم غيرخطی می

 يا بزرگ روش سری مودال وابسته به وجود پارامترهای فيزيكی کوچک

واخت به پاسخ دقيق مساله صورت يكنهبوده و پاسخ بدر مدل سيستم ن

شود. اخيراً نويسندگان روش سری مودال را برای کنترل بهينه و همگرا می

های غيرخطی با مشتقات مرتبه همچنين کنترل مدل پيش بين جهت سيستم

. در اين مقاله روش سری مودال جهت ]30-29[اند صحيح توسعه داده

کسری توسعه داده  های غيرخطی مرتبهحل مسايل کنترل بهينه سيستم

شده است که منجر به محاسبه پاسخ به فرم سری با همگرايی يكنواخت 

شود. در توسعه صورت گرفته، مساله مقدار مرزی مرتبه کسری می

 
1 Collocation method 
2 Finite difference 

ای از دست آمده، به دنبالهغيرخطی، که از اصل ماکزيمم پونترياگين به

شود. میمسايل مقدار مرزی مرتبه کسری خطی نامتغير با زمان تبديل 

سپس با تعريف يک مساله تغييراتی در حساب تغييرات و استفاده از روش 

لتنيكف و معرفی يک -سازی بر پايه تقريب مرتبه اوّل گرونوالدگسسته

ريزی خطی را برای مساله کنترل ای از مسايل برنامهانتقال جديد، دنباله

مترين آوريم. اين ويژگی مهدست میبهينه غيرخطی مرتبه کسری به

-13[های ارايه شده در مراجعروشمزيت روش پيشنهادی در مقايسه با 

های ذکر شده برای حل مساله کنترل بهينه باشد. زيرا روشمی ]15

غيرخطی مرتبه کسری نياز به حل يک دستگاه معادلات جبری غيرخطی 

تنها  ،دارند. در حالی که روش پيشنهادی برای حل مساله غيرخطی فوق

آناليز  ،ريزی خطی دارد. در اين مقالهای از مسايل برنامهحل دنبالهنياز به 

همگرايی روش پيشنهادی نيز ارايه شده و در نهايت جهت نشان دادن 

سازی با نتايج صورت عددی حل و نتايج شبيهههايی بکارايی روش، مثال

  موجود در مقالات مشابه مقايسه شده است.

-هب ،2ر سازمان دهی شده است. بخش صورت زيهادامۀ مقاله حاضر ب

کند. بخش ای از مشتقات کسری را بيان میصورت مختصر تعاريف پايه

کند. پيشنهاد صورت مساله کنترل بهينه کسری را توصيف می ،3

استراتژی طراحی کنترل بهينه برای کلاسی از مسايل کنترل بهينه 

سعه يافته و غيرخطی مرتبه کسری از طريق ترکيب روش سری مودال تو

بيان شده است. همچنين در اين  4در بخش  ،ريزی خطیاستراتژی برنامه

بخش آناليز همگرايی و الگوريتم تكراری سريع حل مساله ارايه شده 

نشان  5است. کارايی روش پيشنهادی با حل دو مثال عددی در بخش 

 گردد.مینتايج پژوهش در بخش انتهايی ارايه  ،داده شده و در نهايت

 

 تعاریف -2

تعاريف گوناگونی از مشتقات کسری پيشنهاد شده است. اين 

-ليوويل، کاپوتو، گرونوالد-تعاريف شامل مشتقات کسری ريمان

باشد. در اين بخش با توجه به می 5و ريس 4، مارچاود3لتنيكف، ويل

کاربرد در اين مقاله، تعاريف مشتقات کسری چپ و راست بر حسب 

 گردد.لتنيكف ارايه می-و و گرونوالدليوويل، کاپوت-ريمان

:𝑥(𝑡)فرض کنيد  [𝑎, 𝑏]⟶ℝ  .تابع وابسته به زمان باشد

ليوويل، -بر حسب مفاهيم ريمان 𝑥(𝑡)مشتقات کسری چپ و راست 

 :]32-31[شود صورت زير تعريف میلتنيكف به-کاپوتو و گرونوالد

 6ليوويل چپ-مشتق کسری ريمان

(1) 𝐷𝑡
𝛼

𝑎 𝑥(𝑡) =
1

𝛤(𝑛 − 𝛼)
(
𝑑

𝑑𝑡
)
𝑛

∫
𝑥(𝜏) 𝑑𝜏

(𝑡 − 𝜏)𝛼−𝑛+1

𝑡

𝑎

 , 

 7ليوويل راست-مشتق کسری ريمان

 
3 Weyl 
4 Marchaud 
5 Riesz 
6 The left Riemann-Liouville fractional derivative (LRLFD) 
7 The right Riemann-Liouville fractional derivative (RRLFD) 
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(2) 
𝐷𝑏
𝛼 𝑥(𝑡)𝑡

=
(−1)𝑛

𝛤(𝑛 − 𝛼)
(
𝑑

𝑑𝑡
)𝑛∫

𝑥(𝜏)𝑑𝜏

(𝜏 − 𝑡)𝛼−𝑛+1

𝑏

𝑡

 , 

 1مشتق کسری کاپوتو چپ

(3) 𝐷𝑡
𝛼𝑥(𝑡)𝑎

𝐶 =
1

𝛤(𝑛 − 𝛼)
∫
𝑑𝑛𝑥(𝜏) 𝑑𝜏𝑛⁄

(𝑡 − 𝜏)𝛼−𝑛+1
𝑑𝜏

𝑡

𝑎

 , 

 2مشتق کسری کاپوتو راست

(4) 𝐷𝑏
𝛼𝑥(𝑡)𝑡

𝐶 =
(−1)𝑛

𝛤(𝑛 − 𝛼)
∫

𝑑𝑛𝑥(𝜏) 𝑑𝜏𝑛⁄

(𝜏 − 𝑡)𝛼−𝑛+1
𝑑𝜏

𝑏

𝑡

 , 

 3لتنيكف چپ-مشتق کسری گرونوالد

(5) 
𝐷𝑡
𝛼𝑥(𝑡)𝑎

𝐺𝐿 = lim
ℎ→0

1

ℎ𝛼
∑ 𝑤𝑘

𝛼𝑥(𝑡 − 𝑘ℎ)

[
𝑡−𝑎
ℎ
]

𝑘=0

 , 

 4لتنيكف راست-مشتق کسری گرونوالد

(6) 
𝐷𝑏
𝛼𝑥(𝑡)𝑡

𝐺𝐿 = lim
ℎ→0

1

ℎ𝛼
∑ 𝑤𝑘

𝛼𝑥(𝑡 + 𝑘ℎ)

[
𝑏−𝑡
ℎ
]

𝑘=0

 , 

𝑛که  − 1 < 𝛼 < 𝑛 گيری و مرتبه مشتق𝑛  .نيز عددی صحيح است

]همچنين  
𝑡−𝑎

ℎ
]و  [

𝑏−𝑡

ℎ
𝑤𝑘اعداد صحيح مثبت، ضريب  [

𝛼 =

𝛤(𝑘−𝛼)

𝛤(−𝛼)𝛤(𝑘+1)
𝑤𝑘باشد. ضريب مبين تابع گاما می 𝛤و 

𝛼 توان را نيز می

 صورت بازگشتی بر اساس رابطه زير محاسبه نمود:به

(7) 𝑤0
𝛼 = 1,     𝑤𝑘

𝛼 = (1 −
𝛼 + 1

𝑘
)𝑤𝑘−1

𝛼 ,    

𝑘 = 1,2,⋯. 
ليوويل و کاپوتو وجود  -از جمله روابط مفيد که بين مشتقات ريمان

 :]33[توان به روابط زير اشاره نمود دارد می

(8) 
𝐷𝑡
𝛼𝑥(𝑡)𝑎

𝐶 = 𝐷𝑡
𝛼𝑥(𝑡)𝑎  

              − ∑
(𝑡 − 𝑎)𝑘−𝛼

𝛤(𝑘 − 𝛼 + 1)
𝑥(𝑘)(𝑎)

𝑛−1

𝑘=0
 , 

(9) 
𝐷𝑏
𝛼𝑥(𝑡)𝑡

𝐶 = 𝐷𝑏
𝛼𝑥(𝑡)𝑡  

        − ∑
(−1)𝑘(𝑏 − 𝑡)𝑘−𝛼

𝛤(𝑘 − 𝛼 + 1)
𝑥(𝑘)(𝑏)

𝑛−1

𝑘=0
. 

 

 مساله کنترل بهینه مرتبه کسری -3

در اين بخش، کلاسی از مسايل کنترل بهينه غيرخطی مرتبه کسری 

بندی شده است. سيستم غيرخطی مرتبه کسری زير فرموله صورتبه

  توصيف شده زير را در نظر بگيريد:

 

(10) {
𝐷𝑡
𝛼𝑥(𝑡) = 𝐹(𝑥(𝑡)) + 𝐺(𝑥(𝑡))𝑢(𝑡),𝑡0

𝑥(𝑡0) = 𝑥0,                             𝑡ϵ[𝑡0, 𝑡𝑓].
  

ترتيب بردارهای حالت و کنترل هستند، به 𝑢(𝑡)ϵℝ𝑚و  𝑥(𝑡)ϵℝ𝑛که 

-زمان نهايی معلوم می 𝑡𝑓زمان اوليه و  𝑡0مبين شرط اوليه،   𝑥0پارامتر 

𝐹:ℝ𝑛باشند،  → ℝ𝑛  تابع برداری غيرخطی و تحليلی به قسمی که

𝐹(0) = 𝐺و  0 ∶ ℝ𝑛 → ℝ𝑛×𝑚 نگاشت غيرخطی تحليلی  نيز

 
1 The left Caputo fractional derivative (LCFD) 
2 The right Caputo fractional derivative (RCFD) 
3 The left Grünwald-Letnikov fractional derivative (LGLFD)  
4 The right Grünwald-Letnikov fractional derivative (RGLFD)  

است  𝑢∗(𝑡). هدف نهايی، يافتن قانون کنترل بهينۀ شوندفرض می

بطوريكه تابعی هزينه مربعی و افق محدود زير را برای سيستم غيرخطی 

 ( حداقل نمايد:10مرتبه کسری )

(11) 
𝐽 =

1

2
𝑥𝑇(𝑡𝑓)𝑆𝑥(𝑡𝑓)                                     

+
1

2
∫ [𝑥𝑇(𝑡)𝑄𝑥(𝑡) + 𝑢𝑇(𝑡)𝑅𝑢(𝑡)]
𝑡𝑓

𝑡0

𝑑𝑡, 

𝑆که در آن  ∈ ℝ𝑛×𝑛  و𝑄 ∈ ℝ𝑛×𝑛   های نيمه معين مثبت ماتريس

𝑅و  ∈ ℝ𝑚×𝑚 باشند. قابل ذکر اينكه زمانيكه ماتريس معين مثبت می

α = ( به مساله کنترل بهينه کلاسيک تقليل 11( و )10باشد، مساله ) 1

0يابد. بعلاوه برای سادگی می < 𝛼 < شود. اين در نظر گرفته  می 1

تواند از هر محدوديت روش نبوده و مشتق کسری می عنوانبهفرض 

 ای باشد.مرتبه

يابی پونترياگين، شرايط لازم بهينگی جهت بر اساس اصل حداقل

-( بيان می12( توسط رابطه )11( و )10کنترل بهينه مرتبه کسری )مسالۀ 

 :]34[شود 

(12) 

{
  
 

  
 

𝐷𝑡
𝛼𝑥(𝑡)𝑡0 = 𝐹(𝑥(𝑡)) −                          

𝐺(𝑥(𝑡))𝑅−1𝐺𝑇(𝑥(𝑡))𝜆(𝑡) , 𝑡ϵ[𝑡0, 𝑡𝑓],

𝐷𝑡𝑓
𝛼 𝜆(𝑡)𝑡

𝐶 = (
𝜕𝐹(𝑥(𝑡))

𝜕𝑥(𝑡)
)

𝑇

𝜆(𝑡)             

+𝑄𝑥(𝑡) − 𝐻(𝑥(𝑡), 𝜆(𝑡)), 𝑡ϵ[𝑡0, 𝑡𝑓],

 

,𝐻(𝑥(𝑡)که تابع  𝜆(𝑡))  گردد:زير معرفی می صورتبه 

(13) 

𝐻(𝑥(𝑡), 𝜆(𝑡))

≜

[
 
 
 
 
 𝜆𝑇(𝑡)

𝜕𝐺(𝑥(𝑡))

𝜕𝑥1(𝑡)
𝑅−1𝐺𝑇(𝑥(𝑡))𝜆(𝑡)

⋮

𝜆𝑇(𝑡)
𝜕𝐺(𝑥(𝑡))

𝜕𝑥𝑛(𝑡)
𝑅−1𝐺𝑇(𝑥(𝑡))𝜆(𝑡)

]
 
 
 
 
 

, 

𝜆(𝑡) ∈ ℝ𝑛 حالت بوده و  -بردار کمک𝑥𝑖(𝑡)  نيز𝑖- امين عنصر

رابطه زير باشد. همچنين قانون کنترل بهينه توسط می 𝑥(𝑡)بردار حالت 

 شود:مشخص می

(14) 𝑢∗(𝑡) = −𝑅−1𝐺𝑇(𝑥(𝑡))𝜆(𝑡), 𝑡ϵ[𝑡0, 𝑡𝑓]. 

لاگرانژ جهت مساله کنترل بهينه مرتبه -( معادلات اولر12مساله )

لاگرانژ در مساله -دهد که بسيار مشابه معادلات اولرکسری را نشان می

آمده در  دستبهکنترل بهينه کلاسيک بوده، با اين تفاوت که معادلات 

باشند. می حالت مرتبه کسری در برگيرنده مشتقات کسری راست و چپ

رو ی به اطلاعات مشتقات پيشبنابراين پاسخ مساله کنترل بهينه مرتبه کسر

مساله کنترل بهينه مرتبه کسری را در دو حالت  رو نيازمند است.و پس

ايی آزاد وضعيت نهايی ثابت و آزاد در نظر بگيريد. در حالت وضعيت نه

 :باشندزير می صورتبهشرايط مرزی مساله 

(15) 𝑥(𝑡0) = 𝑥0, 𝜆(𝑡𝑓) = 𝑆𝑥(𝑡𝑓). 
برای مساله کنترل بهينه مرتبه کسری با وضعيت نهايی ثابت، ترم 

1هزينه نهايی 

2
𝑥𝑇(𝑡𝑓)𝑆𝑥(𝑡𝑓) ( در نظر 11در معيار عملكردی )
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شود. چون اين ترم ثابت بوده و در حداقل سازی مساله تاثيری گرفته  نمی

 باشند:( می16) صورتبه( 12ندارد. بنابراين شرايط مرزی مساله )

(16) 𝑥(𝑡0) = 𝑥0, 𝑥(𝑡𝑓) = 𝑥𝑓 . 

𝑥𝑓ϵℝدر اين رابطه
𝑛 وضعيت نهايی معلومی است. برای جزئيات ردار ب

مراجعه نمود.  ]34[( می توان به مرجع 16( الی )12استخراج معادلات )

( يک مساله 16( يا )15(  با شرايط مرزی )12قابل توجه اينكه مساله )

αباشد. اين مساله برای مقدار مرزی مرتبه کسری غيرخطی می = 1 

حل اين مساله نيز در مقالات  هایبطور وسيعی مطالعه شده است و روش

0. امّا زمانيكه ]35[اند معتبر ارائه شده < 𝛼 < باشد مشتقات کسری   1

شوند و به همين علت اين مساله چپ و راست در شرايط بهينگی ظاهر می

عددی، مگر در حالات  صورتبه تحليلی و يا حتی صورتبهتواند نمی

ش سری مودال توسعه خاصی، حل گردد. برای غلبه بر اين مشكل، رو

 گردد.يافته در بخش بعد ارايه می

 وش سری مودال توسعه یافتهر -4

در اين بخش، روش سری مودال را به منظور حل مساله مقدار مرزی 

دهيم. می ( توسعه16(يا )15( با شرايط مرزی )12مرتبه کسری غيرخطی )

دادن کنيم. بدون از دست سپس همگرايی روش پيشنهادی را اثبات می

عموميت مساله، مساله کنترل بهينه کسری را با وضعيت نهايی ثابت در 

گيريم. نتايج حاصل از اين بخش با جايگزينی شرط مرزی نظر می

𝑥(𝑡𝑓) = 𝑥𝑓  با شرط𝜆(𝑡𝑓) = 𝑆𝑥(𝑡𝑓)  برای حالت وضعيت نهايی

توابع باشند. جهت سادگی در بحث، آزاد قابل استفاده می

𝛹(𝑥(𝑡), 𝜆(𝑡))   و𝛹̅(𝑥(𝑡), 𝜆(𝑡)) را به شكل زير تعريف می-

 کنيم:

(17) {

𝛹(. , . ): ℝ𝑛 × ℝ𝑛 → ℝ𝑛,                       

𝛹(𝑥(𝑡), 𝜆(𝑡)) ≜ 𝐹(𝑥(𝑡))                    

              −𝐺(𝑥(𝑡))𝑅−1𝐺𝑇(𝑥(𝑡))𝜆(𝑡),

 

(18) 

{
 
 

 
 
𝛹̅(. , . ): ℝ𝑛 × ℝ𝑛 → ℝ𝑛,                       

𝛹̅(𝑥(𝑡), 𝜆(𝑡)) ≜ (
𝜕𝐹(𝑥(𝑡))

𝜕𝑥(𝑡)
)

𝑇

𝜆(𝑡) 

                   +𝑄𝑥(𝑡) − 𝐻(𝑥(𝑡), 𝜆(𝑡)).

  

فشرده توسط رابطۀ  صورتبه (16( با شرايط مرزی )12بنابراين مساله )

 نويسی است:( قابل باز19)

(19) {

𝐷𝑡
𝛼𝑥(𝑡) = 𝛹(𝑥(𝑡), 𝜆(𝑡)), 𝑡ϵ[𝑡0, 𝑡𝑓],𝑡0

𝐷𝑡𝑓
𝛼 𝜆(𝑡)𝑡

𝐶 = 𝛹̅(𝑥(𝑡), 𝜆(𝑡)), 𝑡ϵ[𝑡0, 𝑡𝑓],

𝑥(𝑡0) = 𝑥0,    𝑥(𝑡𝑓) = 𝑥𝑓.                     

 

( يک مساله مقدار مرزی مرتبه کسری غيرخطی است که در 19مساله )

باشد. برای حل اين مشكل توابع حالت کلی به راحتی قابل حل نمی

𝛹(𝑥(𝑡), 𝜆(𝑡))  و𝛹̅(𝑥(𝑡), 𝜆(𝑡))  را حول نقطه کاری

(𝑥, 𝜆) = -دهيم که منجر به روابط زير میبسط سری تيلور می (0,0)

 شود:

(20) 

{
 
 
 
 
 

 
 
 
 
 
𝐷𝑡
𝛼𝑥(𝑡)𝑡0 = 𝐴10𝑥(𝑡) + 𝐴01𝜆(𝑡)       

+
1

2!
𝑥𝑇(𝑡)𝐻20𝑥(𝑡) + 𝑥

𝑇(𝑡)𝐻11𝜆(𝑡)

+
1

2!
𝜆𝑇(𝑡)𝐻02𝜆(𝑡) + ⋯ ,

𝐷𝑡𝑓
𝛼 𝜆(𝑡)𝑡

𝐶 = 𝐴̅10𝑥(𝑡) + 𝐴̅01𝜆(𝑡)       

+
1

2!
𝑥𝑇(𝑡)𝐻̅20𝑥(𝑡) + 𝑥

𝑇(𝑡)𝐻̅11𝜆(𝑡)

+
1

2!
𝜆𝑇(𝑡)𝐻̅02𝜆(𝑡) + ⋯ .

 

 زير هستند:  صورتبه( 20ضرايب در رابطه )

𝐴10  و𝐴01 ترتيب گراديان به𝛹(𝑥(𝑡), 𝜆(𝑡))  نسبت به𝑥  و𝜆  در

(𝑥, 𝜆) = (0,0) ،𝐴̅10  و𝐴̅01 ترتيب گراديان به𝛹̅(𝑥(𝑡), 𝜆(𝑡)) 

 1ترتيب هسيانبه  𝐻02و  𝐻20 ،𝐻11، (0,0)در  𝜆و  𝑥نسبت به 

𝛹(𝑥(𝑡), 𝜆(𝑡))  نسبت به(𝑥, 𝑥) ،(𝑥, 𝜆)  و(𝜆, 𝜆)  و  (0,0)در

𝐻̅20 ،𝐻̅11  و𝐻̅02 ترتيب هسيان به𝛹̅(𝑥(𝑡), 𝜆(𝑡))  نسبت به

(𝑥, 𝑥) ،(𝑥, 𝜆)  و(𝜆, 𝜆)  پاسخ مساله مقدار می باشند.  (0,0)در

𝑥𝑏( با شرايط مرزی 19مرزی مرتبه کسری غيرخطی ) = (𝑥0, 𝑥𝑓)  و

,𝑡𝜖[𝑡0های برای تمام زمان 𝑡𝑓] زير بيان کرد: صورتبه توانرا می 

(21) {
𝑥(𝑡) = 𝛬(𝑥𝑏, 𝑡),

𝜆(𝑡) = 𝛬̅(𝑥𝑏, 𝑡),
 

.)𝛬که در آن  , . ): ℝ2𝑛 × ℝ → ℝ𝑛  و𝛬̅(. , . ): ℝ2𝑛 × ℝ →

ℝ𝑛  غيرخطی و تحليلی نسبت به شرايط مرزی برداری  توابع𝑥𝑏 می-

.)𝛹باشند. زيرا توابع  , . .)𝛹̅و  ( , . ( توابعی 18( و )17در معادلات ) (

سادگی می توان نشان داد که . همچنين به]36[تحليلی فرض شده اند 

,𝑡ϵ[𝑡0های برای تمام زمان 𝑡𝑓] 𝛬(0, 𝑡) = 𝛬̅(0, 𝑡) = . بنابراين ,0

 به فرم زير است: 𝑥𝑏حول  𝛬̅و  𝛬 بسط مک لورن

(22) 

𝑥(𝑡)

= 𝛬(𝑥𝑏, 𝑡)⃒𝑥𝑏=0⏟        
0

+
𝜕𝛬(𝑥𝑏, 𝑡)

𝜕𝑥𝑏
⃒𝑥𝑏=0  𝑥𝑏⏟            

𝑔1(𝑡)

+ 𝑥𝑏
𝑇 (
1

2!

𝜕2𝛬(𝑥𝑏, 𝑡)

𝜕𝑥𝑏
2 ⃒𝑥𝑏=0)𝑥𝑏

⏟                  
𝑔2(𝑡)

+⋯, 

(23) 

𝜆(𝑡)

= 𝛬̅(𝑥𝑏, 𝑡)⃒𝑥𝑏=0⏟        
0

+
𝜕𝛬̅(𝑥𝑏, 𝑡)

𝜕𝑥𝑏
⃒𝑥𝑏=0  𝑥𝑏⏟            

𝑔̅1(𝑡)

+ 𝑥𝑏
𝑇 (
1

2!

𝜕2𝛬̅(𝑥𝑏, 𝑡)

𝜕𝑥𝑏
2 ⃒𝑥𝑏=0)𝑥𝑏

⏟                  
𝑔̅2(𝑡)

+⋯, 

 

باشند تحليلی می 𝑥𝑏نسبت به  𝛬̅و  𝛬از آنجايی که بردارهای  

( تضمين شده 23( و )22های )بنابراين وجود و همگرايی يكنواخت سری

کنيم، يعنی انتخاب می 𝜀𝑥𝑏 صورتبهاست. حال شرايط مرزی را 

𝑥(𝑡0) = 𝜀𝑥0  و𝑥(𝑡𝑓) = 𝜀𝑥𝑓 که ،ε  پارامتر اسكالر دلخواهی بوده

 
1 Hessian 

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
88

34
5.

13
95

.1
0.

1.
4.

4 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 jo

c-
is

ic
e.

ir
 o

n 
20

26
-0

2-
19

 ]
 

                             5 / 14

https://dor.isc.ac/dor/20.1001.1.20088345.1395.10.1.4.4
https://joc-isice.ir/article-1-324-en.html


56 

 

 ريزی خطیو استراتژی برنامه های غيرخطی مرتبه کسری با استفاده از سری مودال توسعه يافتهای از سيستمبهينه دستهکنترل 

 احسان محمّد زاده، ناصر پريز، سيدکمال حسينی ثانی، امين جاجرمی

 

Journal of Control,  Vol. 10,  No. 1, Spring 2016  1395، بهار 1، شماره 10مجله کنترل، جلد 

 

 

( و 22عادلات )کند. بنابراين، متر میو اين پارامتر فقط محاسبات را ساده

 ( نوشت:25( و )24روابط ) صورتبهتوان ( را مجدداً می23)

(24) 𝑥(𝑡) = 𝛬(𝜀𝑥𝑏, 𝑡) = 𝜀𝑔1(𝑡) + 𝜀
2𝑔2(𝑡) + ⋯, 

(25) 𝜆(𝑡) = 𝛬̅(𝜀𝑥𝑏, 𝑡) = 𝜀𝑔̅1(𝑡) + 𝜀
2𝑔̅2(𝑡) + ⋯. 

( و 20( در رابطه )25( و )24از معادلات ) 𝜆(𝑡)و  𝑥(𝑡)با جايگذاری  

 داريم: 𝜀های سپس مرتب کردن جملات بر مبنای توان

(26) 

{
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
𝜀 𝐷𝑡

𝛼𝑔1(𝑡) + 𝜀
2 𝐷𝑡0 𝑡

𝛼𝑔2(𝑡) + ⋯𝑡0 =    

𝜀(𝐴10𝑔1(𝑡) + 𝐴01𝑔̅1(𝑡))                        

+𝜀2

(

 
 
 

𝐴10𝑔2(𝑡) + 𝐴01𝑔̅2(𝑡)

+
1

2!
𝑔1
𝑇(𝑡)𝐻20𝑔1(𝑡)

+𝑔1
𝑇(𝑡)𝐻11𝑔̅1(𝑡)

+
1

2!
𝑔̅1
𝑇(𝑡)𝐻02𝑔̅1(𝑡) )

 
 
 

+⋯ ,

𝜀 𝐷𝑡𝑓
𝛼 𝑔̅1(𝑡) + 𝜀

2 𝐷𝑡
𝐶

𝑡𝑓
𝛼 𝑔̅2(𝑡) + ⋯𝑡

𝐶 =     

𝜀(𝐴̅10𝑔1(𝑡) + 𝐴̅01𝑔̅1(𝑡))                        

+𝜀2

(

 
 
 
 

𝐴̅10𝑔2(𝑡) + 𝐴̅01𝑔̅2(𝑡)

+
1

2!
𝑔1
𝑇(𝑡)𝐻̅20𝑔1(𝑡)

+𝑔1
𝑇(𝑡)𝐻̅11𝑔̅1(𝑡)

+
1

2!
𝑔̅1
𝑇(𝑡)𝐻̅02𝑔̅1(𝑡) )

 
 
 
 

+⋯ .

 

در طرفين رابطه  𝜀های يكسان از با برابر قرار دادن جملات مشابه با توان

 توان نوشت:فوق می

(27) 𝜀: {
𝐷𝑡
𝛼

𝑡0 𝑔1(𝑡) = 𝐴10𝑔1(𝑡) + 𝐴01𝑔̅1(𝑡),

𝐷𝑡𝑓
𝛼

𝑡
𝐶 𝑔̅1(𝑡) = 𝐴̅10𝑔1(𝑡) + 𝐴̅01𝑔̅1(𝑡),

 

(28) 𝜀2:

{
 
 
 
 
 
 

 
 
 
 
 
 
𝐷𝑡
𝛼

𝑡0 𝑔2(𝑡) = 𝐴10𝑔2(𝑡)                

+𝐴01𝑔̅2(𝑡) +
1

2!
𝑔1
𝑇(𝑡)H20𝑔1(𝑡)

+𝑔1
𝑇(𝑡)H11𝑔̅1(𝑡)

+
1

2!
𝑔̅1
𝑇(𝑡)H02𝑔̅1(𝑡),

𝐷𝑡𝑓
𝛼

𝑡
𝐶 𝑔̅2(𝑡) = 𝐴̅10𝑔2(𝑡)                

+𝐴̅01𝑔̅2(𝑡) +
1

2!
𝑔1
𝑇(𝑡)H̅20𝑔1(𝑡)

+𝑔1
𝑇(𝑡)H̅11𝑔̅1(𝑡)

+
1

2!
𝑔̅1
𝑇(𝑡)H̅02𝑔̅1(𝑡),

 

𝑖و برای  = 3,4,  داريم: …

(29) 𝜀𝑖:

{
 
 
 

 
 
 
𝐷𝑡
𝛼

𝑡0 𝑔𝑖(𝑡) = 𝐴10𝑔𝑖(𝑡) + 𝐴01𝑔̅i(𝑡)

                +𝑍𝑖 (
𝑔1(𝑡), … , 𝑔𝑖−1(𝑡),

𝑔̅1(𝑡), … , 𝑔̅𝑖−1(𝑡)
) ,

𝐷𝑡𝑓
𝛼

𝑡
𝐶 𝑔̅𝑖(𝑡) = 𝐴̅10𝑔𝑖(𝑡) + 𝐴̅01𝑔̅𝑖(𝑡)

              +𝑍̅𝑖 (
𝑔1(𝑡), … , 𝑔𝑖−1(𝑡),

𝑔̅1(𝑡), … , 𝑔̅𝑖−1(𝑡)
) ,

                 

 

با برابر قرار دادن ضرايب  ،امين گام-𝑖در  𝑍̅𝑖و  𝑍𝑖که عبارات غيرهمگن 

𝜀𝑖 ( 26در معادله )( يک 27آيد. نكته قابل توجه اينكه معادله )می دستبه

-نامتغير با زمان همگن میدستگاه معادلات ديفرانسيل مرتبه کسری خطی 

قابل دستيابی هستند. فرض  𝑔̅1(𝑡)و  𝑔1(𝑡)(، 27باشد. با حل معادله )

اند. آمده دستبه( 27با حل معادله ) 𝑔̅1(𝑡)و  𝑔1(𝑡)کنيد در گام اول، 

در گام دوم با حل دستگاه معادلات ديفرانسيل   𝑔̅2(𝑡)و  𝑔2(𝑡)آنگاه  

( قابل دستيابی هستند 28) مرتبه کسری خطی نامتغير با زمان غير همگن

-( محاسبه می27که عبارات غيرهمگن آن با استفاده از پاسخ دستگاه )

𝑖به ازای  𝑔̅i(𝑡)و  𝑔i(𝑡)ام، -𝑖شوند. با ادامۀ اين روند، در گام  ≥ 3 

خطی نامتغير با تنها با حل يک دستگاه معادلات ديفرانسيل مرتبه کسری 

اين، در هر گام جملات  آيند. علاوه برمی دستبه زمان غير همگن

آمده درگامهای قبلی محاسبه  دستبه غيرهمگن با استفاده از اطلاعات

-شوند. بنابراين، دنبالۀ مذکور طی يک فرآيند بازگشتی قابل حل میمی

غيرخطی  واسطهبهباشد. لذا تكنيک پيشنهادی بر پيچيدگی محاسبات که 

ن شرايط مرزی دنبالۀ فوق کند. برای تعييايجاد شده غلبه می ،بودن مساله

𝑡 ،(24الذکر، در معادلۀ ) = 𝑡0  و𝑡 = 𝑡𝑓 دهيم. داريم:را قرار می 

(30) 

{
 
 

 
 
𝜀𝑥0 = 𝑥(𝑡0) = 𝛬(𝜀𝑥𝑏, 𝑡0)                    

= 𝜀𝑔1(𝑡0) + 𝜀
2𝑔2(𝑡0) + ⋯ ,

𝜀𝑥𝑓 = 𝑥(𝑡𝑓) = 𝛬(𝜀𝑥𝑏, 𝑡𝑓)                    

= 𝜀𝑔1(𝑡𝑓) + 𝜀
2𝑔2(𝑡𝑓) +⋯ .

 

در طرفين رابطۀ  𝜀های يكسان از مشابه با توان با برابر قرار دادن جملات

 توان نوشت:( می30)

(31) {
𝑔1(𝑡0) = 𝑥0,

𝑔1(𝑡𝑓) = 𝑥𝑓,
} و 

𝑔𝑖(𝑡0) = 0,

𝑔𝑖(𝑡𝑓) = 0,
    𝑖 ≥ 2.  

 کنيم:بر اساس مطالب بيان شده فوق، قضيۀ زير را بيان می

: پاسخ عددی مسالۀ مقدار مرزی مرتبه کسری غيرخطی 1قضیۀ 

𝑥(𝑡) صورتبه( 19) = ∑ 𝑔𝑖(𝑡) 
∞
𝑖=1  و𝜆(𝑡) = ∑ 𝑔̅i(𝑡)

∞
𝑖=1 

به ازای تمام محدودۀ زمانی  𝑔̅i(𝑡)و  𝑔𝑖(𝑡)شود که بيان می

𝑡ϵ[𝑡0, 𝑡𝑓] ای از مسايل مقدار مرزی توسط حل بازگشتی تنها دنباله

-به( 31( با شرايط مرزی )29( الی )27کسری خطی نامتغير با زمان )مرتبه 

 آيند.می دست

، کنترل بهينۀ 1با دنبال کردن فرآيند بازگشتی بيان شده توسط قضيۀ 

𝑢∗(𝑡)  شوند:زير فرموله می صورتبهو مسير حالت مربوطه 

(32) 𝑢∗(𝑡) = −𝑅−1𝐺𝑇 (∑𝑔𝑖(𝑡)

∞

𝑖=1

)(∑𝑔̅i(𝑡)

∞

𝑖=1

) ,

𝑡ϵ[𝑡0, 𝑡𝑓], 

(33) 𝑥∗(𝑡) =∑𝑔𝑖(𝑡), 𝑡ϵ[𝑡0, 𝑡𝑓]

∞

𝑖=1

, 

𝑖به ازای  𝑔̅i(𝑡)و  𝑔𝑖(𝑡)که  ≥  1بازگشتی مطابق قضيۀ  صورتبه 1

 آيند.می دستبه

( به 33( و )32)آمده در  دستبههای قضيه زير همگرايی يكنواخت سری

( را نشان 11( و )10پاسخ بهينه مسالۀ کنترل بهينۀ غيرخطی مرتبه کسری )

 دهد.می

𝑘=1{𝑥𝑘(𝑡)})آناليز همگرايی( فرض کنيد دنباله های  :2قضیۀ 
∞ ،

{λ𝑘(𝑡)}𝑘=1
𝑘=1{𝑢𝑘(𝑡)}و  ∞

 زير تعريف شده باشند: صورتبه ∞
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(34) 

{
  
 

  
 
𝑥𝑘(𝑡) ≜∑𝑔𝑖(𝑡)

𝑘

𝑖=1

,                        

λ𝑘(𝑡) ≜∑𝑔̅𝑖(𝑡),

𝑘

𝑖=1

                       

𝑢𝑘(𝑡) ≜ −𝑅
−1𝐺𝑇(𝑥𝑘(𝑡))λ𝑘(𝑡).

 

𝑘=1{𝑥𝑘(𝑡)}های آنگاه دنباله
𝑘=1{𝑢𝑘(𝑡)}و  ∞

-هيكنواخت ب بطور ∞

پاسخ  𝑢∗(𝑡)و  𝑥∗(𝑡)شوند که همگرا می 𝑢∗(𝑡)و  𝑥∗(𝑡)ترتيب به 

 باشند. ( می11( و )10بهينۀ مسالۀ کنترل بهينۀ غيرخطی مرتبه کسری )

 اثبات شده است. ]29[اين قضيه در مرجع  اثبات:

برای مساله کنترل بهينه کسری با وضعيت نهايی آزاد،  :1توجه 

باشد، با اين قابل استفاده می  وضعيت نهايی ثابتروش سری مودال مشابه 

 کند:( تغيير می35( به شرايط )31تفاوت که شرايط مرزی )

(35) 
{
𝑔1(𝑡0) = 𝑥0,          

𝑔̅1(𝑡𝑓) = 𝑆𝑔1(𝑡𝑓),
               

{
𝑔𝑖(𝑡0) = 0,            

𝑔̅𝑖(𝑡𝑓) = 𝑆𝑔𝑖(𝑡𝑓),
    𝑖 ≥ 2. 

ریزی خطی جهت حل معادلات بندی برنامهفرموله 4-1

 دیفرانسیل مرتبۀ کسری خطی نامتغیر با زمان 

همانطور که در مباحث بخش قبل مطرح شد پاسخ عددی مسالۀ 

( بر اساس محاسبه پاسخ بازگشتی 19مقدار مرزی مرتبه کسری غيرخطی )

-به ای از مسايل مقدار مرزی مرتبه کسری خطی نامتغير با زمانتنها دنباله

ريزی خطی را جهت بندی برنامهآيد. در اين بخش، فرمولهمی دست

محاسبه پاسخ مساله مقدار مرزی مرتبه کسری خطی نامتغير با زمان ارايه 

دهيم. جهت انجام اين امر، دستگاه معادلات ديفرانسيل مرتبه کسری می

 زير را در نظر بگيريد:

(36) 

{
 
 

 
 𝐷𝑡

𝛼
𝑡0 𝑔𝑖(𝑡) = 𝐴10𝑔𝑖(𝑡) + 𝐴01𝑔̅𝑖(𝑡)

+𝑍𝑖(𝑡),         

𝐷𝑡𝑓
𝛼

𝑡
𝐶 𝑔̅𝑖(𝑡) = 𝐴̅10𝑔𝑖(𝑡) + 𝐴̅01𝑔̅𝑖(𝑡)

+𝑍̅𝑖(𝑡),         

 

( بوده و 20ضرايب معلوم از معادله ) 𝐴̅01و  𝐴10 ،𝐴01 ،𝐴̅10که 

( داده شده است. 29نيز در معادلۀ ) 𝑍̅𝑖(𝑡)و  𝑍𝑖(𝑡)جملات غيرهمگن 

همچنين شرايط مرزی جهت مساله با وضعيت نهايی ثابت، مشابه رابطه 

-( در نظر گرفته شده است. توجه اينكه نتايج حاصله در اين بخش می31)

تواند جهت حل مساله با وضعيت نهايی آزاد همانگونه که در ادامه بيان 

 کنيم:زير تعريف می صورتبهرا  𝐺̅𝑖و  𝐺𝑖خواهد شد استفاده شود. توابع 

(37) 

{
 
 

 
 
𝐺𝑖: ℝ

3𝑛+1 → ℝ+ ∪ {0}                

𝐺𝑖( 𝐷𝑡
𝛼𝑔𝑖(𝑡)𝑡0 , 𝑔𝑖(𝑡), 𝑔̅𝑖(𝑡), 𝑡) ≜

‖
𝐷𝑡
𝛼

𝑡0 𝑔𝑖(𝑡) − 𝐴10𝑔𝑖(𝑡)

−𝐴01𝑔̅𝑖(𝑡) − 𝑍𝑖(𝑡)
‖
1

,

 

(38) 

{
 
 

 
 
𝐺̅𝑖: ℝ

3𝑛+1 → ℝ+ ∪ {0}                 

𝐺̅𝑖 ( 𝐷𝑡𝑓
𝛼

𝑡
𝐶 𝑔̅𝑖(𝑡), 𝑔𝑖(𝑡), 𝑔̅𝑖(𝑡), 𝑡) ≜

‖
𝐷𝑡𝑓
𝛼

𝑡
𝐶 𝑔̅𝑖(𝑡) − 𝐴̅10𝑔𝑖(𝑡)

−𝐴̅01𝑔̅𝑖(𝑡) − 𝑍̅𝑖(𝑡)
‖
1

,

 

. ‖که  باشد. حال مساله تغييراتی زير را در می ℝ𝑛در فضای  𝐿1نرم  1‖

 حساب تغييرات در نظر بگيريد:

(39) 

{
 
 
 
 
 
 

 
 
 
 
 
 

𝑚𝑖𝑛 𝐽𝑖 = ∫

(

 
 
 
 
 𝐺𝑖 (

𝐷𝑡
𝛼𝑔𝑖(𝑡)𝑡0

, 𝑔𝑖(𝑡)

, 𝑔̅𝑖(𝑡), 𝑡

)

+

𝐺̅𝑖 (

𝐷𝑡𝑓
𝛼

𝑡
𝐶 𝑔̅𝑖(𝑡)

, 𝑔𝑖(𝑡)

, 𝑔̅𝑖(𝑡), 𝑡

)

)

 
 
 
 
 

𝑑𝑡,
𝑡𝑓

𝑡0

𝑠. 𝑡.                                                              
𝑔1(𝑡0) = 𝑥0, 𝑔1(𝑡𝑓) = 𝑥𝑓 ,                      

𝑔𝑖(𝑡0) = 0, 𝑔𝑖(𝑡𝑓) = 0, 𝑖 ≥ 2,               

𝑔𝑖(𝑡)ϵℝ
𝑛 , 𝑔̅𝑖(𝑡)ϵℝ

𝑛 , 𝑡ϵ[𝑡0, 𝑡𝑓].   

 

اين مساله معادل با کنيم، ، که در ادامه بيان و اثبات می1-4با توجه به لم 

 باشد.( می36اصلی )مساله 

( دارای جواب است اگر و 31( با شرايط مرزی )36: مساله )1-4لم 

( دارای پاسخ بهينه با مقدار تابع هدف صفر 39تنها اگر مساله تغييراتی )

 باشد.

، "اگر"کاملاً واضح است. جهت بخش  "تنها اگر": بخش اثبات

𝑔𝑖)فرض کنيد 
∗(. ), 𝑔̅𝑖

∗(. با مقدار تابع هدف ( 39ينه مساله )پاسخ به ((

 متناظر صفر باشد،يعنی

∫ (𝐺𝑖( 𝐷𝑡
𝛼𝑔𝑖(𝑡)𝑡0 , 𝑔𝑖(𝑡), 𝑔̅𝑖(𝑡), 𝑡) +

𝑡𝑓
𝑡0

𝐺̅𝑖 ( 𝐷𝑡𝑓
𝛼

𝑡
𝐶 𝑔̅𝑖(𝑡), 𝑔𝑖(𝑡), 𝑔̅𝑖(𝑡), 𝑡)) 𝑑𝑡 = 0  . 

باشند توابع پيوسته حقيقی مقدار نامنفی می 𝐺̅𝑖و  𝐺𝑖با توجه به اينكه 

,𝑡0]تقريبا در تمامی بازه زمانی  𝑡𝑓] توان نوشت: می

𝐺𝑖( 𝐷𝑡
𝛼𝑔𝑖(𝑡)𝑡0 , 𝑔𝑖(𝑡), 𝑔̅𝑖(𝑡), 𝑡) = و  0

𝐺̅𝑖 ( 𝐷𝑡𝑓
𝛼

𝑡
𝐶 𝑔̅𝑖(𝑡), 𝑔𝑖(𝑡), 𝑔̅𝑖(𝑡), 𝑡) =  . بنابراين داريم:0

(40) 

{
 
 

 
 
𝐷𝑡
𝛼

𝑡0 𝑔𝑖
∗(𝑡) = 𝐴10𝑔𝑖

∗(𝑡) + 𝐴01𝑔̅𝑖
∗(𝑡)

+𝑍𝑖
∗(𝑡),         

𝐷𝑡𝑓
𝛼

𝑡
𝐶 𝑔̅𝑖

∗(𝑡) = 𝐴̅10𝑔𝑖
∗(𝑡) + 𝐴̅01𝑔̅𝑖

∗(𝑡)

+𝑍̅𝑖
∗(𝑡),         

 

 و

(41) {
𝑔1
∗(𝑡0) = 𝑥0,

𝑔1
∗(𝑡𝑓) = 𝑥𝑓,

} و
𝑔𝑖
∗(𝑡0) = 0,

𝑔𝑖
∗(𝑡𝑓) = 0,

    𝑖 ≥ 2,  

𝑔𝑖)يعنی
∗(. ), 𝑔̅𝑖

∗(. ,𝑡0]  ( در بازه زمانی 36پاسخ مساله ) (( 𝑡𝑓] بوده

  و اثبات کامل است.

سازی (، روشی بر پايه گسسته39برای محاسبه پاسخ مساله تغييراتی )

 دهيم:را در بخش بعد ارائه می

 گسسته سازی -4-1-1

(، بازۀ زمانی مورد 39سازی )آوردن پاسخ مسالۀ بهينه دستبهجهت 

  صورتبهرا  هاگره زير بازۀ مساوی تقسيم نموده و 𝑁نظر را به

0,1, … , 𝑁 کنيم که نامگذاری می𝑁 باشد. عدد مثبت دلخواهی می

ℎ𝑁 صورتبهاندازۀ هر زير بازه  =
𝑡𝑓−𝑡0

𝑁
محاسبه شده و زمان نيز در  

𝑡𝑗 صورتبهام - 𝑗گرۀ  = 𝑡0 + 𝑗ℎ𝑁 :است. تعريف کنيد 
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(42) 

{
 
 
 
 
 

 
 
 
 
 
𝑔𝑖,𝑗 ≜ 𝑔𝑖(𝑡𝑗), 𝑗 = 0,1, … , 𝑁,

𝑔̅𝑖,𝑗 ≜ 𝑔̅𝑖(𝑡𝑗), 𝑗 = 0,1, … , 𝑁,

𝑍𝑖,𝑗 ≜ 𝑍𝑖(𝑡𝑗), 𝑗 = 0,1, … , 𝑁,

𝑍̅𝑖,𝑗 ≜ 𝑍̅𝑖(𝑡𝑗), 𝑗 = 0,1, … , 𝑁,

𝐷𝑡
𝛼𝑔𝑖,𝑗𝑡0 ≜ 𝐷𝑡

𝛼𝑔𝑖(𝑡)𝑡0 |
𝑡=𝑡𝑗

,         

                                , 𝑗 = 0,1, … , 𝑁,

𝐷𝑡𝑓
𝛼 𝑔̅𝑖,𝑗𝑡

𝑐 ≜ 𝐷𝑡𝑓
𝛼 𝑔̅𝑖(𝑡)𝑡

𝑐 |
𝑡=𝑡𝑗

,           

                               , 𝑗 = 0,1, … , 𝑁.

 

لتنيكف مشتقات کسری راست و  -بر اساس تقريب مرتبۀ اوّل گرونوالد

𝐷𝑡(، عبارات 9و همچنين رابطه ) ]32-31[ليوويل -ناچپ ريم
𝛼𝑔𝑖,𝑗𝑡0 

𝐷𝑡𝑓و 
𝛼 𝑔̅𝑖,𝑗𝑡

𝑐 شوند:تقريب زده می (44( و )43ترتيب با روابط )به 

(43) 𝐷𝑡
𝛼𝑔𝑖,𝑗𝑡0 ≅ ℎ𝑁

−𝛼∑𝑤𝑘
𝛼𝑔𝑖,𝑗−𝑘

𝑗

𝑘=0

,    

                                     𝑗 = 1,… ,𝑁, 

(44) 

𝐷𝑡𝑓
𝛼 𝑔̅𝑖,𝑗𝑡

𝑐

≅ ℎ𝑁
−𝛼∑𝑤𝑘

𝛼𝑔̅𝑖,𝑗+𝑘

𝑁−𝑗

𝑘=0

−
1

𝛤(1 − 𝛼)

𝑔̅𝑖,𝑁

(𝑡𝑓 − 𝑡0 − 𝑗ℎ𝑁)
𝛼, 

                                      𝑗 = 0,1, … , 𝑁 − 1, 
𝑤𝑘که 

𝛼 =
𝛤(𝑘−𝛼)

𝛤(−𝛼)𝛤(𝑘+1)
,𝑔𝑖,1هدف، يافتن مقادير  . … , 𝑔𝑖,𝑁−1  و

𝑔̅𝑖,0, 𝑔̅𝑖,1… , 𝑔̅𝑖,𝑁  از توابع نامعلوم𝑔𝑖(𝑡)  و𝑔̅𝑖(𝑡)  در نقاط

𝑡𝑗: 𝑗 = 0,1, … , 𝑁 باشد. قابل توجه اينكه در مساله با وضعيتمی 

  𝐽𝑖باشند. در اين بخش تابعی معلوم می 𝑔𝑖,𝑁و  𝑔𝑖,0نهايی ثابت، مقادير

در نقاط گره  مستطيلی قاعده( را با استفاده از 39در معادله )

𝑡𝑗: 𝑗 = 0,1, … , 𝑁 قاعده  کارگيریبهبا بنابراين نمايم. گسسته می

 داريم: مستطيلی

(45) 

𝐽𝑖

=∑∫ 𝐺𝑖 (
𝐷𝑡
𝛼𝑔𝑖(𝑡)𝑡0 , 𝑔𝑖(𝑡)

, 𝑔̅𝑖(𝑡), 𝑡
) 𝑑𝑡

𝑡𝑗

𝑡𝑗−1

𝑁

𝑗=1

+∑∫ 𝐺̅𝑖 (
𝐷𝑡𝑓
𝛼

𝑡
𝐶 𝑔̅𝑖(𝑡), 𝑔𝑖(𝑡),

𝑔̅𝑖(𝑡), 𝑡
) 𝑑𝑡

𝑡𝑗+1

𝑡𝑗

𝑁−1

𝑗=0

≅∑ℎ𝑁𝐺𝑖( 𝐷𝑡
𝛼𝑔𝑖,𝑗𝑡0 , 𝑔𝑖,𝑗 , 𝑔̅𝑖,𝑗 , 𝑡𝑗)

𝑁

𝑗=1

+∑ℎ𝑁𝐺̅𝑖 ( 𝐷𝑡𝑓
𝛼 𝑔̅𝑖,𝑗𝑡

𝑐 , 𝑔𝑖,𝑗 , 𝑔̅𝑖,𝑗 , 𝑡𝑗)

𝑁−1

𝑗=0

. 

زير  صورتبه( 39در نهايت، با توجه به مباحث فوق، مساله تغييراتی )

 شود:سازی میگسسته

(46) 

{
 
 
 
 
 
 

 
 
 
 
 
 

𝑚𝑖𝑛 𝐽𝑖 ≅ ℎ𝑁

(

 
 
 
 ∑𝐺𝑖 (

𝐷𝑡
𝛼𝑔𝑖,𝑗𝑡0
, 𝑔𝑖,𝑗
, 𝑔̅𝑖,𝑗 , 𝑡𝑗

)

𝑁

𝑗=1

+∑ 𝐺̅𝑖 (

𝐷𝑡𝑓
𝛼 𝑔̅𝑖,𝑗𝑡

𝑐

, 𝑔𝑖,𝑗
, 𝑔̅𝑖,𝑗 , 𝑡𝑗

)

𝑁−1

𝑗=0 )

 
 
 
 

,

𝑠. 𝑡.                                                              

𝑔1,0 = 𝑥0, 𝑔1,𝑁 = 𝑥𝑓 ,                               

𝑔𝑖,0 = 0, 𝑔𝑖,𝑁 = 0, 𝑖 ≥ 2,                

𝑔𝑖,𝑗ϵℝ
𝑛 , 𝑔̅𝑖,𝑗ϵℝ

𝑛 ,   𝑗 = 0,1, … , 𝑁.       

 

 ( داريم:46( در معادله )38( و )37از معادلات ) 𝐺̅𝑖و  𝐺𝑖با جايگذاری 

(47) 

{
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

.

𝑚𝑖𝑛 𝐽𝑖 ≅ ℎ𝑁                                             

(

 
 
 
 
 
 
 
 
 
 
 
 
 
 
∑

‖

‖
ℎ𝑁
−𝛼∑𝑤𝑘

𝛼𝑔𝑖,𝑗−𝑘

𝑗

𝑘=0

−𝐴10𝑔𝑖,𝑗 − 𝐴01𝑔̅𝑖,𝑗
−𝑍𝑖,𝑗

‖

‖

1

𝑁

𝑗=1

+∑

‖

‖

‖
ℎ𝑁
−𝛼∑𝑤𝑘

𝛼𝑔̅𝑖,𝑗+𝑘

𝑁−𝑗

𝑘=0

−
1

𝛤(1 − 𝛼)

.
𝑔̅𝑖,𝑁

(𝑡𝑓 − 𝑡0 − 𝑗ℎ𝑁)
𝛼

−𝐴̅10𝑔𝑖,𝑗 − 𝐴̅01𝑔̅𝑖,𝑗

−𝑍̅𝑖,𝑗

‖

‖

‖

1

𝑁−1

𝑗=0

)

 
 
 
 
 
 
 
 
 
 
 
 
 
 

,

𝑠. 𝑡.                                                               
𝑔1,0 = 𝑥0, 𝑔1,𝑁 = 𝑥𝑓,                                

𝑔𝑖,0 = 0, 𝑔𝑖,𝑁 = 0, 𝑖 ≥ 2,                 

𝑔𝑖,𝑗ϵℝ
𝑛 , 𝑔̅𝑖,𝑗ϵℝ

𝑛 , 𝑗 = 0,1,… , 𝑁.   

 

ريزی ( يک مساله برنامه47شود مساله )همانگونه که مشاهده می

بوده که در اکثر حالات محاسبه پاسخ آن بسيار مشكل است.  1غيرخطی

گردد که ن مشكل، انتقال جديدی در بخش بعد ارايه میبرای غلبه بر اي

 کند. ريزی خطی تبديل میريزی غيرخطی را به مساله برنامهمساله برنامه

 فرموله بندی برنامه ریزی خطی مساله تغییراتی -4-1-2

ريزی کنيم که مساله برنامهدر اين بخش انتقال جديدی را معرفی می

منظور،  اينبهکند. ريزی خطی تبديل میبرنامه( را به مساله 47غيرخطی )

 کنيم:را بيان و اثبات می 2-4لم

عددی حقيقی باشد. آنگاه دو عدد  𝑓ϵℝفرض کنيد : 2-4لم 

+𝑣 ϵℝحقيقی نامنفی  ∪ +𝑤 ϵℝو  {0} ∪ -بهوجود دارند  {0}

𝑓  طوريكه = 𝑣 − 𝑤  ، |𝑓| = 𝑣 + 𝑤  و𝑣.𝑤 =  است. 0

𝑣 صورتبهرا  𝑤و  𝑣: اثبات ≜ 𝑚𝑎𝑥{𝑓, 0}ϵℝ+ ∪ و  {0}

𝑤 ≜ −𝑚𝑖𝑛{𝑓, 0} ϵℝ+ ∪ کنيم. دو حالت متفاوت تعريف می {0}

𝑓 ≥ 𝑓و  0 < 𝑓گيريم. در حالت اول را در نظر می 0 ≥  داريم: 0

(48) {
𝑣 = 𝑚𝑎𝑥{𝑓, 0} = 𝑓,     

𝑤 = −𝑚𝑖𝑛{𝑓, 0} = 0.  
 

 
1 Nonlinear programming 
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𝑓از آنجايی که  ≥  توان نوشت:( می48، با استفاده از معادله )0

(49) {

𝑣.𝑤 = 𝑓 × 0 = 0,               
𝑣 − 𝑤 = 𝑓 − 0 = 𝑓,           

𝑣 + 𝑤 = 𝑓 + 0 = 𝑓 = |𝑓|.
 

𝑓برای حالت دوم، هنگاميكه  <  داريم: 0

(50) {
𝑣 = 𝑚𝑎𝑥{𝑓, 0} = 0,       

𝑤 = −𝑚𝑖𝑛{𝑓, 0} = −𝑓.
 

𝑓چون  <  توان نوشت:( می50، با استفاده از معادله)0

(51) {

𝑣.𝑤 = 0 × (−𝑓) = 0,            

𝑣 − 𝑤 = 0 − (−𝑓) = 𝑓,        

𝑣 + 𝑤 = 0 − 𝑓 = −𝑓 = |𝑓|.
 

 بنابراين اثبات کامل است.

( به يک مساله 47ريزی غيرخطی )به منظور تبديل مساله برنامه

 کنيم:، تعريف می2-4ريزی خطی با استفاده از لم برنامه

(52) 𝑣𝑖,𝑗,𝑟 ≜ 𝑚𝑎𝑥{𝑙𝑖,𝑗,𝑟 , 0} , 𝑗 = 1,2,… , 𝑁, 
(53) 𝑤𝑖,𝑗,𝑟 ≜ −𝑚𝑖𝑛{𝑙𝑖,𝑗,𝑟 , 0} , 𝑗 = 1,2, … , 𝑁, 
(54) 𝑣̅𝑖,𝑗,𝑟 ≜ 𝑚𝑎𝑥{𝑙𝑖̅,𝑗,𝑟 , 0} , 𝑗 = 1,2,… , 𝑁, 
(55) 𝑤̅𝑖,𝑗,𝑟 ≜ −𝑚𝑖𝑛{𝑙𝑖̅,𝑗,𝑟 , 0} , 𝑗 = 1,2, … , 𝑁, 

بوده و  𝑙𝑖̅,𝑗و  𝑙𝑖,𝑗امين عنصر از بردارهای - rترتيب به  𝑙𝑖̅,𝑗,𝑟و  𝑙𝑖,𝑗,𝑟که 

𝑙𝑖,𝑗  و𝑙𝑖̅,𝑗  شوند:زير تعريف می صورتبهنيز 

(56) 𝑙𝑖,𝑗 ≜ ℎ𝑁
−𝛼∑𝑤𝑘

𝛼𝑔𝑖,𝑗−𝑘

𝑗

𝑘=0

− 𝐴10𝑔𝑖,𝑗 − 𝐴01𝑔̅𝑖,𝑗

− 𝑍𝑖,𝑗 , 

(57) 

𝑙𝑖̅,𝑗 ≜ ℎ𝑁
−𝛼∑𝑤𝑘

𝛼𝑔̅𝑖,𝑗−𝑘

𝑁−𝑗

𝑘=0

                      

−
1

𝛤(1 − 𝛼)

𝑔̅𝑖,𝑁

(𝑡𝑓 − 𝑡0 − 𝑗ℎ𝑁)
𝛼  

−𝐴̅10𝑔𝑖,𝑗 − 𝐴̅01𝑔̅𝑖,𝑗 − 𝑍̅𝑖,𝑗 . 

 

 شود:زير فرموله می صورتبه( 47، مساله )2-4بنابراين مطابق با لم 

(58) 

{
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝑚𝑖𝑛 𝐽𝑖 ≅∑

(

 
 
 
 
ℎ𝑁∑(

𝑣𝑖,𝑗,𝑟
+
𝑤𝑖,𝑗,𝑟

)

𝑁

𝑗=1

+ℎ𝑁∑(

𝑣̅𝑖,𝑗,𝑟
+
𝑤̅𝑖,𝑗,𝑟

)

𝑁−1

𝑗=0 )

 
 
 
 𝑛

𝑟=1

,    

𝑠. 𝑡.                                                               

𝑣𝑖,𝑗,𝑟 − 𝑤𝑖,𝑗,𝑟 = 𝑙𝑖,𝑗,𝑟 , 𝑗 = 1,2, … , 𝑁,      

𝑣̅𝑖,𝑗,𝑟 − 𝑤̅𝑖,𝑗,𝑟 = 𝑙𝑖̅,𝑗,𝑟 ,                                

                                    𝑗 = 0,1, … , 𝑁 − 1,

𝑙𝑖,𝑗 = ℎ𝑁
−𝛼∑𝑤𝑘

𝛼𝑔𝑖,𝑗−𝑘

𝑗

𝑘=0

− 𝐴10𝑔𝑖,𝑗          

               −𝐴01𝑔̅𝑖,𝑗 − 𝑍𝑖,𝑗 , 𝑗 = 1,2, … ,𝑁,

𝑙𝑖̅,𝑗 = ℎ𝑁
−𝛼∑𝑤𝑘

𝛼𝑔̅𝑖,𝑗+𝑘

𝑁−𝑗

𝑘=0

                           

−
1

𝛤(1 − 𝛼)

𝑔̅𝑖,𝑁

(𝑡𝑓 − 𝑡0 − 𝑗ℎ𝑁)
𝛼    

−𝐴̅10𝑔𝑖,𝑗 − 𝐴̅01𝑔̅𝑖,𝑗 − 𝑍̅𝑖,𝑗 ,           

                                    𝑗 = 0,1, … , 𝑁 − 1,
𝑔1,0 = 𝑥0, 𝑔1,𝑁 = 𝑥𝑓,                                

𝑔𝑖,0 = 0, 𝑔𝑖,𝑁 = 0,   𝑖 ≥ 2,                       

𝑣𝑖,𝑗,𝑟 , 𝑤𝑖,𝑗,𝑟ϵℝ
+ ∪ {0}, 𝑗 = 1,2, … , 𝑁,    

𝑣̅𝑖,𝑗,𝑟 , 𝑤̅𝑖,𝑗,𝑟ϵℝ
+ ∪ {0},                              

                                    𝑗 = 0,1, … , 𝑁 − 1,

𝑔𝑖,𝑗ϵℝ
𝑛 , 𝑔̅𝑖,𝑗ϵℝ

𝑛 , 𝑗 = 0,1, … , 𝑁,           

𝑙𝑖,𝑗  ϵℝ
𝑛,   𝑗 = 1,2, … ,𝑁,                           

𝑙𝑖̅,𝑗  ϵℝ
𝑛,   𝑗 = 0,1, … , 𝑁 − 1.                   

 

ريزی خطی ( يک مساله برنامه58شود مساله )همانگونه که مشاهده می

ريزی خطی های گوناگون حل مسايل برنامهبوده که به آسانی و با روش

(، توابع 58ريزی خطی )قابل حل خواهد بود. با محاسبه پاسخ مساله برنامه

𝑔𝑖(𝑡)  و𝑔̅𝑖(𝑡) در نقاط𝑡𝑗: 𝑗 = 0,1, … , 𝑁 شوند. یم مشخص

توابع  صورتبه را 𝑔̅𝑖(𝑡)و   𝑔𝑖(𝑡)های تقريبی توان پاسخبنابراين می

 ( ساخت:60( و )59مطابق با روابط ) 1ایتكه افاين

 (59) 
𝑔𝑖(𝑡) =

𝑔𝑖,𝑗+1 − 𝑔𝑖,𝑗

𝑡𝑗+1 − 𝑡𝑗
(𝑡 − 𝑡𝑗) + 𝑔𝑖,𝑗 ,

𝑡𝑗 ≤ 𝑡 ≤ 𝑡𝑗+1,

𝑗 = 0,1,2, … , 𝑁 − 1, 

 (60) 
𝑔̅𝑖(𝑡) =

𝑔̅𝑖,𝑗+1 − 𝑔̅𝑖,𝑗

𝑡𝑗+1 − 𝑡𝑗
(𝑡 − 𝑡𝑗) + 𝑔̅𝑖,𝑗 ,

𝑡𝑗 ≤ 𝑡 ≤ 𝑡𝑗+1,

𝑗 = 0,1,2, … , 𝑁 − 1. 
شود که در نهايت، مطابق با مباحث مطرح شده فوق، تئوری زير بيان می

 باشد:نتيجه اصلی اين مقاله می

( 10پاسخ مساله کنترل بهينه غيرخطی مرتبه کسری ) :3-4تئوری 

 𝑔̅𝑖(𝑡)و   𝑔𝑖(𝑡)شود که  ( بيان می33( و )32( توسط معادلات )11و )

 
1 Piecewise affine 
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,𝑡0]های متعلق به بازه زمانی برای تمام زمان 𝑡𝑓]  تنها توسط حل

( و با استفاده از 58ريزی خطی )ای از مسايل برنامهبازگشتی دنباله

 قابل دستيابی است. (60( و )59معادلات )

ريزی خطی جهت مساله بندی برنامه( فرموله58مساله ) :2-4توجه 

باشد. جهت حل مساله در حالت وضعيت ( می31( با شرايط مرزی )36)

-( داده شده است، فرموله35نهايی آزاد، که شرايط مرزی آن در رابطه )

است با اين تفاوت که  کارگيریبه( قابل 58ريزی خطی )بندی برنامه

𝑔1,𝑁" محدوديت های = 𝑥𝑓 "  و" 𝑔𝑖,𝑁 = 0, 𝑖 ≥ " با  "2

𝑔̅𝑖,𝑁 = 𝑆𝑔𝑖,𝑁, 𝑖 ≥  شوند.جايگزين می" 1

 ]29[ بهینه -استراتژی طراحی کنترل زیر 4-2

( به 33( و )32قانون کنترل و مسير بهينۀ داده شده توسط معادلات )

( غير ممكن است. 33( و )32آنها به فرم ) کارگيریبهفرم سری بوده و لذا 

بهينه را با  -بنابراين، در کاربردهای عملی، قانون کنترل و مسير حالت زير

در  𝑀( با يک عدد صحيح مثبت محدود 33( و )32در ) ∞جايگزينی 

ام -𝑀بهينۀ مرتبه  -مسير زير -گيريم. بنابراين برای زوج کنترلنظر می

,𝑥(𝑀)(𝑡)) صورتبهکه  𝑢(𝑀)(𝑡)) شود داريم:نمايش داده می 

(61) 𝑢(𝑀)(𝑡) = −𝑅−1𝐺𝑇 (∑𝑔𝑖(𝑡)

𝑀

𝑖=1

)(∑𝑔̅𝑖(𝑡)

𝑀

𝑖=1

), 

(62) 𝑥(𝑀)(𝑡) =∑𝑔𝑖(𝑡).

𝑀

𝑖=1

                               

( عموماً بر اساس دقت مورد نياز 62( و )61) عبارات در 𝑀عدد صحيح 

-مثال، اگر به ازای ثابتآيد. برای می دستبهدر حل مساله کنترل بهينه 

𝛿1های مثبت از پيش تعيين شدۀ به اندازه کافی کوچک  > و  0

𝛿2 > بهينۀ مرتبه  -کنترل و مسير زيرشرايط زير تواماً برآورده شوند،  0

𝑀-( دقت مورد نظر را خواهند داشت:62( و )61ام در عبارات ) 

(63) |
𝐽(𝑀) − 𝐽(𝑀−1)

𝐽(𝑀)
| < 𝛿1, 

(64) ‖𝑥(𝑀)(𝑡𝑓) − 𝑥𝑓‖ < 𝛿2, 
. ‖که   بوده و ℝ𝑛مبين نرم مناسب در فضای  ‖

(65) 

𝐽(𝑀)

=
1

2
∫ ((𝑥(𝑀)(𝑡))

𝑇

𝑄𝑥(𝑀)(𝑡)
𝑡𝑓

𝑡0

+ (𝑢(𝑀)(𝑡))
𝑇

𝑅𝑢(𝑀)(𝑡)) 𝑑𝑡, 

 است.

آوردن يک  دستبهسازی روش پيشنهادی و در ادامه جهت پياده

بهينۀ به اندازه کافی دقيق، الگوريتم تكراری زير را  -قانون کنترل زير

 ارايه می دهيم:

 بهینه: -الگوریتم: طراحی کنترل و مسیر زیر

( 58ريزی خطی )را از مساله برنامه 𝑔̅1(𝑡)و  𝑔1(𝑡)جملات گام اول: 

را   𝐽(1)آوريد. سپس  دستبه( 60( و )59و با استفاده از معادلات )

 ( محاسبه کنيد.65مطابق با عبارت )

 را برابر دو قرار دهيد. 𝑖انديس تكرار گام دوم: 

ريزی را از مساله برنامه 𝑔̅𝑖(𝑡)و  𝑔𝑖(𝑡)ام -𝑖جملات مرتبۀ  گام سوم:

 ( تعيين کنيد.60( و )59( و با استفاده از معادلات )58خطی )

را  𝑥(𝑀)(𝑡)و   𝑢(𝑀)(𝑡)قرار داده و  𝑖را برابر  𝑀مقدار گام چهارم:

را بر اساس  𝐽(𝑀)( تعيين کنيد. سپس 62( و )61با استفاده از عبارات )

 ( محاسبه کنيد. 65رابطۀ )

های مثبت از ( برای ثابت64( و )63اگر شرايط پايان پذيری ) گام پنجم:

رويد. در غير تواماً برقرار هستند، به گام ششم ب 𝛿2و  𝛿1پيش تعيين شده 

 يک واحد افزوده و به گام سوم برويد. 𝑖ر اينصورت، به انديس تكرا

بهينۀ  -الگوريتم را متوقف سازيد. قانون کنترل زيرگام ششم: 

𝑢(𝑀)(𝑡)  و مسير حالت𝑥(𝑀)(𝑡) .به اندازۀ کافی دقيق هستند 

وضعيت نهايی آزاد، تنها  کنترل بهينه کسری با در مساله :3-4توجه

  .( برای توقف الگوريتم استفاده خواهد شد63شرط پايان پذيری )

 
 

 های عددیمثال -5

های های عددی، به بررسی قابليتدر اين بخش، با استفاده از مثال

روش پيشنهادی از جمله سادگی و دقت بالای آن در حل مساله کنترل 

-پردازيم. برای مثالزمانی متناهی میتبه کسری با افق بهينه غيرخطی مر

آمده از تكنيک پيشنهادی با نتايج  دستبههای ارايه شده، نتايج عددی 

 موجود در مقالات مقايسه شده است.

 سيستم غيرخطی مرتبه کسری زير را در نظر بگيريد: :1مثال 

(66) {
𝐷𝑡
𝛼𝑥(𝑡)0 = 0.5𝑥2(𝑡) sin(𝑥(𝑡))

               +𝑢(𝑡), 𝑡ϵ[0,1],
𝑥(0) = 0, 𝑥(1) = 0.5.         

 

است که معيار عملكردی زير را با توجه  𝑢∗(𝑡)هدف، يافتن کنترل بهينۀ 

 ( حداقل نمايد:66به سيستم غيرخطی مرتبه کسری )

(67) 𝐽 = ∫ 𝑢2(𝑡)𝑑𝑡
1

0

, 

يابی پونترياگين، مسالۀ مقدار مرزی مرتبه بر اساس اصل حداقل

( حاصل            12شده در رابطۀ )کسری غيرخطی که از شرايط بهينگی ارايه 

 کند:شود از رابطۀ زير تبعيت میمی

(68) 

{
 
 

 
 
𝐷𝑡
𝛼𝑥(𝑡)0 = 0.5𝑥2(𝑡) sin(𝑥(𝑡))

−0.5𝜆(𝑡),   

𝐷𝑡𝑓
𝛼 𝜆(𝑡)𝑡

𝐶 = 𝜆(𝑡)𝑥(𝑡) sin(𝑥(𝑡))

          +0.5𝜆(𝑡)𝑥2(𝑡)𝑐𝑜𝑠(𝑥(𝑡)),

𝑥(0) = 0, 𝑥(1) = 0.5,         

 

 باشد:( می69رابطه ) صورتبهو قانون کنترل بهينه نيز 

(69) 𝑢∗(𝑡) = −0.5𝜆(𝑡). 

، مسالۀ کنترل بهينۀ غيرخطی 4بر اساس روش پيشنهاد شده در بخش 

شود. مطابق ريزی خطی تبديل میای از مسايل برنامهمرتبه کسری به دنباله

جهت يافتن قانون کنترل و مسير  2-4با الگوريتم پيشنهادی در بخش 

𝛿1پذيری های پايانبهينه ، ثابت -حالت زير = 2 × 10
و  3−

𝛿2 = 1 × 10
𝛼را در حالت   5− = گيريم. در اين می کاربه 0.9
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شود. می حالت، همگرايی بعد از پنج تكرار از الگوريتم مربوطه حاصل

 يعنی داريم:

(70) |
𝐽(5) − 𝐽(4)

𝐽(4)
| = 1.9881 × 10−3 < 𝛿1, 

 |𝑥(5)(1) − 0.5| = 2.283 × 10−6 < 𝛿2. 

تكرارهای مختلف در نتايج شبيه سازی الگوريتم پيشنهادی در 

نشان می دهد،  1قابل مشاهده هستند. همانگونه که جدول  1جدول 

الگوريتم پيشنهادی سرعت همگرايی نسبتاً سريعی داشته و خطا نيز با 

 افزايش تكرارهای الگوريتم کاهش می يابد.

سازی روش سری مودال توسعه يافته در تكرارهای : نتايج شبيه1جدول 

αمختلف به ازای  =  (.1)مثال  0.9

انديس 

 (𝑖تكرار )

مقدار تابعی 

 (𝐽(𝑖))عملكرد 
|
𝐽(𝑖)−𝐽(𝑖−1)

𝐽(𝑖)
| |𝑥(𝑀)(𝑡𝑓) − 𝑥𝑓| 

1 0.2312513 - 4.8985 × 10−2 
2 0.2312513 0 4.8985 × 10−2 
3 0.2155428 7.2878 × 10−2 2.7380 × 10−4 
4 0.2155428 0 2.7380 × 10−4 
5 0.2159744 1.9881 × 10−3 2.2831 × 10−6 

( به 66-67، مسالۀ کنترل بهينه کلاسيک )]39-38[و ]29[در مراجع 

𝛼ازای  = -بهبه مقايسۀ نتايج شبيه سازی  2حل شده است. جدول  1

آمده با روش سری مودال، روش تئوری اندازه و روش تكرار  دست

𝛼در حالت  1تغييرات = می پردازد. قابل توجه اينكه، اين مثال به  1

𝛼ازای  = نيز حل شده  ]37[در جعبه ابزار کنترل بهينه نرم افزار متلب  1

گزارش شده است.  0.23532708158021و مقدار تابعی عملكرد 

بررسی اين نتايج مبين کارايی و صحت روش سری مودال توسعه يافته 

 جهت حل مسالۀ کنترل بهينه غيرخطی مرتبه کسری است.

يافته با روش سری مودال، روش : مقايسه نتايح سری مودال توسعه 2جدول 

 (1تئوری اندازه و روش تكرار تغييرات )مثال 

 خطای حالت نهايی تابعی عملكردمقدار روش

4.3 0.24250 ]38[روش تئوری اندازه × 10−3 

4.18 0.235330 ]39[ روش تكرار تغييرات × 10−6 

𝑀با  ]29[سری مودال  روش = 5 0.235327120 1.59 × 10−7 

𝑀پيشنهادی با  روش = 5 0.235327187 4.90 × 10−7 

مسير حالت  ،2شكل و  𝑢(𝑀)(𝑡)سازی نمودارهای شبيه ،1شكل 

𝑀را به ازای  𝑥(𝑀)(𝑡)متناظر  = دهد. نشان می 𝛼و مقادير مختلف  5

𝛼همچنين در حالت  = سازی شده با حل مستقيم های شبيه، منحنی1

-نيز محاسبه شده ]35[( توسط روش کولوکيشن 68مساله مقدار مرزی )

 𝛼با نزديک شدن شود،  مشاهده می 2و  1های اند. همانطور که در شكل

 دستبهپاسخ به  ،های عددی روش پيشنهاد شدهبه مقدار يک، پاسخ

𝛼به ازای  کند وآمده توسط روش کولوکيشن ميل می = -نتايج شبيه 1

 انطباق بسيار خوبی با يكديگر دارند. ،سازی هر دو روش

 
1 Variational iteration method 

 
𝑀به ازای  𝑥(𝑀)(𝑡)نمودارهای شبيه سازی  :1 شكل = به  𝛼و مقادير مختلف  5

 .همراه روش کولوکيشن

 
𝑀به ازای  𝑢(𝑀)(𝑡)نمودارهای شبيه سازی : 2 شكل = به  𝛼و مقادير مختلف  5

 همراه روش کولوکيشن.

 2سيستم غيرخطی مرتبه کسری يک اسيلاتور واندرپول -2مثال 

 با وضعيت نهايی آزاد را در نظر بگيريد: ]37[

(71) 

{
 
 

 
 𝐷𝑡

𝛼
0 𝑥1(𝑡) = 𝑥2(𝑡),             

𝐷𝑡
𝛼

0 𝑥2(𝑡) = −𝑥1(𝑡)           

+𝑥2(𝑡)(1 − 𝑥1
2(𝑡)) + 𝑢(𝑡),

𝑥1(0) = 1, 𝑥2(0) = 0.

 

( 72رابطه ) صورتبهگردد  بايست حداقلتابعی هزينه مربعی که می

 شود:تعريف می

(72)   𝐽 =
1

2
∫ (𝑥1

2(𝑡) + 𝑥2
2(𝑡) + 𝑢2(𝑡))𝑑𝑡

2

0

. 

( در 72سازی رابطه )جهت حداقل 𝑢∗(𝑡)هدف، يافتن کنترل بهينه 

سازی شرايط باشد. پياده( می71حضور سيستم غيرخطی مرتبه کسری )

-لازم بهينگی منجر به مساله مقدار مرزی مرتبه کسری غيرخطی زير می

 گردد:

 
2 Van Der Pol oscillator  
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(73) 

{
 
 
 
 
 

 
 
 
 
 
𝐷𝑡
𝛼

0 𝑥1(𝑡) = 𝑥2(𝑡),                 𝑡 ∈ [0,2],

𝐷𝑡
𝛼

0 𝑥2(𝑡) = −𝑥1(𝑡)                                

+𝑥2(𝑡)(1 − 𝑥1
2(𝑡)) − 𝜆2(𝑡), 𝑡 ∈ [0,2],

𝐷2
𝛼

t
𝑐 𝜆1(𝑡) = 𝑥1(𝑡) − 𝜆2(𝑡)                     

               −2𝜆2(𝑡)𝑥1(𝑡)𝑥2(𝑡), 𝑡 ∈ [0,2],

𝐷2
𝛼

t
𝑐 𝜆2(𝑡) = 𝑥2(𝑡)+𝜆1(𝑡)                       

              +𝜆2(𝑡)(1 − 𝑥1
2(𝑡)), 𝑡 ∈ [0,2],

𝑥1(0) = 1, 𝑥2(0) = 0,                             

𝜆1(2) = 0, 𝜆2(2) = 0,                             

 

 

 کند:( تبعيت می74و قانون کنترل بهينه نيز از رابطه )

(74) 𝑢∗(𝑡) = −𝜆2(𝑡). 
 

بهينه با دقت -، جهت يافتن يک قانون کنترل زير1همانند مثال 

را با ثابت پايان پذيری  2-4کافی، الگوريتم پيشنهادی در بخش 

𝛿1 = 1 × 10
گيريم. نتايج شبيه می کاربههای متفاوت αبه ازای   3−

𝛼سازی الگوريتم پيشنهادی به ازای  = و  0.75,0.85.0.95,1

𝑁 = قابل مشاهده هستند. اين نتايج شامل  6الی 3در جداول  250

مقدار عددی تابعی عملكرد، خطای نسبی و زمان صرف شده توسط 

باشد. همانگونه که پردازنده کامپيوتر در تكرارهای مختلف الگوريتم می

𝛼نشان داده شده است همگرايی برای  6الی 3در جداول  =

|ی بعد از سه تكرار يعن 0.75,0.85.0.95
𝐽(3)−𝐽(2)

𝐽(3)
| < 𝛿

1
در و  

αزمان تقريبی يک ثانيه حاصل شده است. برای  = همگرايی بعد نيز  1

مبين اين مهم است که روش  شود. اين نتايجاز پنج تكرار حاصل می

نرخ همگرايی نسبتاً سريعی داشته و همچنين با افزايش  ،یتكراری پيشنهاد

 يابد.خطای نسبی نيز کاهش میهای تكرار، گام

: نتايج شبيه سازی روش سری مودال توسعه يافته در تكرارهای 3جدول 

𝛼مختلف به ازای  = 𝑁و  0.75 =  (.2)مثال  250
انديس 

 (𝑖تكرار )
مقدار تابعی عملكرد 

(𝐽(𝑖)) 
|
𝐽(𝑖)−𝐽(𝑖−1)

𝐽(𝑖)
| 

زمان محاسبات 

 )ثانيه(

1 0.09337590 - 0.6721 

2 0.09192561 1.577 × 10−2 0.8334 
3 0.09192848 3.116 × 10−5 0.9659 
4 0.09192866 1.976 × 10−6 1.2317 
5 0.09192865 6.488 × 10−8 1.4332 

: نتايج شبيه سازی روش سری مودال توسعه يافته در تكرارهای مختلف 4جدول 

𝛼به ازای  = 𝑁و  0.85 =  (.2)مثال  250
انديس 

 (𝑖تكرار )
مقدار تابعی عملكرد 

(𝐽(𝑖)) 
|
𝐽(𝑖)−𝐽(𝑖−1)

𝐽(𝑖)
| 

زمان محاسبات 

 )ثانيه(

1 0.26360372 - 0.6551 

2 0.25290889 4.228 × 10−2 0.8146 
3 0.25292883 7.883 × 10−5 0.9342 

4 0.25293182 1.185 × 10−5 1.2137 
5 0.25293168 5.652 × 10−7 1.4199 

 

 

 

: نتايج شبيه سازی روش سری مودال توسعه يافته در تكرارهای 5جدول 

𝛼مختلف به ازای  = 𝑁و  0.95 =  (.2)مثال  250

انديس 

 (𝑖تكرار )
مقدار تابعی عملكرد 

(𝐽(𝑖)) 
|
𝐽(𝑖)−𝐽(𝑖−1)

𝐽(𝑖)
| 

زمان محاسبات 

 )ثانيه(

1 0.75024728 - 0.7186 

2 0.66919412 1.211 × 10−1 0.8697 
3 0.66929660 1.531 × 10−4 0.9988 
4 0.66949136 2.908 × 10−4 1.2695 
5 0.66944314 7.203 × 10−5 1.4755 

: نتايج شبيه سازی روش سری مودال توسعه يافته در تكرارهای 6جدول 

𝛼مختلف به ازای  = 𝑁و  1 =  (.2)مثال  250
انديس 

 (𝑖تكرار )
مقدار تابعی عملكرد 

(𝐽(𝑖)) 
|
𝐽(𝑖)−𝐽(𝑖−1)

𝐽(𝑖)
| 

زمان محاسبات 

 )ثانيه(

1 1.26224179 - 0.6547 

2 1.04473207 2.082 × 10−1 0.8029 
3 1.04350446 1.176 × 10−3 0.9298 
4 1.04591523 2.304 × 10−3 1.2053 
5 1.04505814 8.201 × 10−4 1.4343 

نتايج حاصل از روش پيشنهادی بعد از پنج تكرار با پاسخ  ،7در جدول 

مقايسه شده است.  ]14-13[آمده از روش ارائه شده در مراجع  دستبه

شود مقدار عددی تابعی عملكرد نزديكی بسيار همانگونه که مشاهده می

دارد. اما محاسبه پاسخ با الگوريتم عددی  ]14-13[خوبی با پاسخ مراجع 

باشد، در نيازمند حل دستگاه معادلات جبری و غيرخطی می ]14-13[در 

ای بايست دنبالهتنها می ،هت استخراج پاسخ با تكنيک پيشنهادیحاليكه ج

ريزی خطی را حل نمود. اين حقيقت باعث کاهش زمان از مسايل برنامه

نشان داده شده است زمان  7گردد. همانگونه که در جدول محاسبات می

بوده،  ]14-13[محاسبات روش پيشنهادی بسيار کمتر از روش مراجع 

αای از دست رفته باشد. برای قابل ملاحظه بدون اينكه دقت = 1  ،

مقدار عددی تابعی عملكرد بعد از پنج تكرار از روش سری مودال 

آمده از  دستبهگردد که در مقايسه با پاسخ محاسبه می 1.04780

𝐽، يعنی ]35[روش کولوکيشن  = دقت لازم را داراست. ، 1.04782

، از ]14-13[بنابراين، روش سری مودال، در مقايسه با نگرش مراجع 

-دقت کافی برخوردار بوده و در عين حال از لحاظ محاسباتی بسيار ساده

 تر است.
: مقادير تابعی عملكرد و زمان صرف شده جهت انجام محاسبات به ازای 7جدول 

𝑁و  𝛼مقادير مختلف  = شنهادی و روش اگراوال وهمكاران در روش پي 250

 (.2)مثال  ]13-14[

مرتبه 

کسری 

 مشتق

(𝜶) 

 روش اگراوال و همكاران

]13-14[ 

 روش پيشنهادی

مقدار تابعی 

 (𝑱) عملكرد

زمان 

حاسبات م

 )ثانيه(

مقدار تابعی 

 (𝑱عملكرد )

زمان محاسبات 

 )ثانيه(

0.75 0.09192866 24.8486 0.09192865 1.4332 

0.85 0.25293170 25.0937 0.25293168 1.4199 

0.95 0.66944897 57.0427 0.66944314 1.4755 

1 1.04507200 78.4039 1.04506814 1.4343 
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محاسبه شده  𝒖(𝟓)(𝒕)بهينه مرتبه پنج  -نمودارهای کنترل زير: 03 شكل 

به همراه روش کولوکيشن  𝜶توسط روش سری مودال به ازای مقادير مختلف 

 (.2)مثال 

 

 

  ایجنت -6

بندی و روش جديدی برای حل مسالۀ در اين پژوهش، فرموله

کنترل بهينۀ کلاسی از سيستم های غيرخطی مرتبه کسری با فرض 

روش  مشخص بودن زمان نهايی ارايه شد. اين نگرش حل بر اساس

ترين نوآوری ريزی خطی است. مهمسری مودال و استراتژی برنامه

ينه غيرخطی مرتبه کسری به کاهش مساله کنترل به ،مقاله حاضر

باشد. بدين منظور، ابتدا ريزی خطی میای از مسايل برنامهدنباله

روش سری مودال جهت تبديل مساله کنترل بهينه غيرخطی مرتبه 

مسايل مقدار مرزی خطی نامتغير بازمان توسعه  ای ازکسری به دنباله

آمده با تعريف يک مساله تغييراتی  دستبه داده شد. سپس دنباله

سازی بر پايه تقريب در حساب تغييرات، استفاده از تكنيک گسسته

ای از مسايل لتنيكف و معرفی يک انتقال جديد، به دنباله -گرونوالد

 دستبهاين دنباله از مسايل ريزی خطی تبديل شد. با حل برنامه

 صورتبهآمده در يک ساختار بازگشتی، متغيرهای حالت و کنترل 

 کارگيریبهدست آمد. نتايج حاصل از ای بهتوابع افاين تكه

لای تكنيک پياده الگوريتم پيشنهادی، کارايی، سادگی و دقت با

 کند.شده را تشريح می
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