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از مهمترين چالشبهينه  بندی  زمان  :چکیده  برای دستوظايف يكي  به عملكرد  يها  توزيعدر محيط  مطلوب ابي  مانند محاسبات  شده  های 

از زماناست.  ابری   منابع  هدف  به  ب پردازشي  بندی وظايف، تخصيص وظايف  از  گونههاست  انند  تم مسيس  معيارهای عملكردِای که برخي 

های اکتشافي يا فرااکتشافي برای حل  کامل است، از اين رو از الگوريتم-NPبندی وظايف يک مسئله  زمان.  بهينه شوند  زمان اجرا يا توازی 

بندی  زمان  کنند، الگوريتمارائه مي  «پرداخت به ميزان استفاده »دهندگان ابر، منابع محاسباتي را بر مبنای مدل  چون ارائهشود.  آن استفاده مي

سازی  بندی وظايف جديد بر اساس بهينه. در اين مقاله يک الگوريتم زماندهدقرار ميتاثير  را تحت  در ابر  وظايف بشدت هزينه کاربران  

های محاسبات ابری تخصيص  که وظايف کاربران را به منابع آزاد در محيط  شودميپيشنهاد  عنوان يک روش فرااکتشافي  هب  ازدحام ذرات

عملكرد  مي تقويت  برای  ذراتبهينهروش  دهد.  ازدحام  نظر سرعت همگرايي  سازی  قطره   ،از  هوشمند  الگوريتم  .  شودمياِعمال  های آب 

قابل توجه کاراييِ روش پيشنهادی در مقايسه با ساير الگوريتمه نتايج اجرای اين الگوريتم روی گراف بندی  های زمانای تصادفي، بهبود 

      د. وظايف را نشان دادن 

 های هوشمند، منابع ناهمگن. سازی ازدحام ذرات، قطره آببندی وظايف، بهينهمحاسبات ابری، زمانکلمات کلیدی: 

Task Scheduling Using the PSO-IWD Hybrid Algorithm in Cloud 

Computing with Heterogeneous Resources 

Alireza Sadeghi Hesar1, Seyed Reza Kamel2, Mahboobeh Houshmand3 

Abstract: Optimal Task Scheduling is one of the most important challenges for achieving high 

performance in distributed environments such as cloud computing. The primary purpose of task 

scheduling is to allocate tasks to resources so that some of the system performance metrics will be 

optimized such as runtime or parallelism. Task scheduling is an NP-complete problem, so heuristic 

or metha-heuristic algorithms are used to solve it. Because cloud providers offer computing 

resources based on the pay-as-you-go model, the scheduling algorithm affects the users cost of the 

cloud. In this paper, a new cloud task scheduling algorithm based on particle swarm optimization as 

a metha-heuristic method is proposed that assigns users tasks to free resources in cloud computing 

environments. To enhance the convergence rate of the particle swarm optimization method, the 

intelligent water drops algorithm is applied. The results of this algorithm on random graphs showed 

a significant improvement in the performance of the proposed method compared to other task 

scheduling algorithms.  

Keywords: Cloud Computing, Task Scheduling, Particle Swarm Optimization, Intelligent 

Water Drops, Heterogeneous Resources. 
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   مقدمه -1

سترسي  است که شرايط د  متداول   محيط محاسباتيمحاسبات ابری يک  

به سيستميِ  فراگير  منابع  از  مشترکي  شبكه  پيكربندیقابل  مجموعه  ها،  مانند 

ذخيره  فضای  سرويسبرنامه  سازی،سرورها،  و  کاربردی  فراهم  ها  های  را 

از طريق اينترنت    مديريتي  توانند بسرعت با حداقل فعاليتکند. اين منابع ميمي

کاربر اختيار  گيرند  اندر  محيط.  [1]  قرار  توزيعدر  ابر  شده های    ارائه،  بويژه 

مقياس  1تقاضا  حسببر  سرويسِ دسترسبا  و  از  پذيری  يكي  بالا  پذيری 

است مولفه کليدی  کلي،.  [2]  های  ابری    محاسبات   گان کنندمصرف  بطور 

نيستند ابر  فيزيكي  زيرساخت  از    و  مالک  اجتناب  های  هزينهپرداخت  برای 

از    اضافي، را  ثالثدهندگان  ارائهآن  م  شخص  دهندگان  ارائهکنند.  ياجاره 

گيرند.  را بكار مي  2«پرداخت به ميزان استفاده »های ابری معمولا مدل  سرويس

مدلِ کوتاه   ،پرداخت  اين  نيازهای  به  پاسخگويي  به    امكان  الزام  عدم  مدت، 

 [. 3] کند ها را تسهيل ميانعقاد قراردادهای بلندمدت و کاهش هزينه

ازشي است  تخصيص وظايف به منابع پردبندی وظايف،  هدف از زمان

ای که برخي از معيارهای عملكردِ سيستم مانند زمان اجرا يا توازی بهينه  بگونه

سيستمزمان  مسئله  شوند. در  وظايف  جنبهبندی  از  توزيعي  پردازش  های  های 

های محاسباتي  تحليل کارايي و پيچيدگي  متفاوتي مانند ناهمگني پردازشگرها،

  که [  4]   کامل است-NPيک مسئله  اساسا  بندی وظايف  زمان  .قابل بحث است

الگوريتم استفاده  از  آن  حل  برای  فرااکتشافي  و  اکتشافي  .  شودمي های 

مانند  الگوريتم تكاملي  ذرات   سازی بهينههای  متداول    3ازدحام  انواع  از  يكي 

ميروش که  هستند  فرااکتشافي  راه های  فضای  حلتوانند  در  را  مطلوب  های 

  مان همگرايي ذرات به نقطه بهينه، طولاني و کشف کنند. با اين حال، زجستج

   .[5] است

ترکيب   مقاله  اين  هوشمند هاقطره الگوريتم  در  آب    سازیبهينهبا    4ی 

زمان   کاهش  و  مسئله  فضای  جستجوی  سرعت  افزايش  برای  ذرات  ازدحام 

يتم  طراحي يک الگور. هدف نهايي روش پيشنهادی  شودپيشنهاد ميهمگرايي  

توازی    افزايشتخصيص بهينه وظايف به منابع ناهمگن در ابر از طريق  بمنظور  

الگوريتم پيشنهادی است.    Make-Spanيا  وظايف  کل    اجرایو کاهش زمان  

شود و  بندی وظايف در ابر ارائه ميصرفا برای مسئله زمانمزبور بدليل اين که  

بهينه مسائل  ديگر  برای  نميسازی  قرار  آزمون  الگوريتم    گيردمورد  يک 

 .  منظوره استتکسازی بهينه

 شوند:کارهای عمده اين مقاله به شرح ذيل بيان مي

الگوريتم   ▪ با  هاقطره ترکيب  هوشمند  آب  ازدحام    سازیبهينهی 

ذرات برای افزايش سرعت جستجوی فضای مسئله و کاهش زمان  

 همگرايي 

 کل وظايف در محيط محاسبات ابری  اجرایکاهش زمان  ▪

 
1 On-demand 
2 Pay-as-you-go 
3 Particle Swarm Optimization  
4 Intelligent Water Drops 

الگوريتممرتبط  برجسته  کارهای    2در بخش    امهدادر   از  استفاده  های  با 

زمان مسئله  در حل  ميتكاملي  ارائه  مسئله  ابتدا    3شوند. بخش  بندی وظايف  

پايه  کلاسيک  بندی وظايفزمان های  الگوريتم  مباني، مدل کلي آن و  با قيود 

و    سازیبهينه ذرات  هوشمند  هاقطره ازدحام  آب  در    دنکميتوصيف  را  ی  و 

ارائه  نهايت   در  .  پردازدميپيشنهادی    حلراه به  جزئيات    4بخش  متعاقبا 

راه پياده  ميسازی  قرار  بحث  مورد  پيشنهادی  بخش  حل  نتايج    5گيرد.  حاوی 

نتيجه نهايت،  در  است.  پيشنهادی  روش  تحليل  و  کارهای  آزمايشي  و  گيری 

   شوند.ارائه مي 6آينده در بخش  
 

 مرور ادبیات  -2

مخت معياره طبقهميرا  لفي  ای  برای  الگوريتمتوان    فرااکتشافيهای  بندی 

بر  های  الگوريتم  مانند   کرد  اِعمال  جمعيتتمبتني  بر  مبتني  و  جواب    ،ک 

طبيعتهای  الگوريتم از  شده  گرفته  طبيعت  5الهام  از  الهام  بدون    ، و 

حافظههای  الگوريتم بدون  و  حافظه  نهايت    و  با  و های  الگوريتمدر    قطعي 

بخشهدف  .  [6]  يمالاحت با    ، اين  مرتبط  مقالات  ديدگاه    بندی زمانمرور  از 

اولدسته جمعيت  يعني  بندی  بر  مبتني  و  جواب  يک  بر  است.    مبتني 

های مبتني بر يک جواب در حين فرايند جستجو يک جواب را تغيير  الگوريتم

الگوريتممي در  که  حالي  در  جستجو،  دهند،  حين  در  جمعيت  بر  مبتني  های 

از    يک الگوريتم.  شودها در نظر گرفته ميجوابجمعيت    فرااکتشافي های  از 

پايه جمعيت ميشناخته شده   ژنتيک،  ريزی  ، برنامهالگوريتم ژنتيکبه  توان  بر 

مور  سازیبهينه زنبورها  ،6چگان کلوني  مصنوعي کلوني  بهينه،  7ی  سازی  روش 

 8شعله/پروانه الگوريتم  های ورزشي،  ، الگوريتم قهرماني در ليگازدحام ذرات

هوشمند آب  قطره الگوريتم  و   کرد  های  الگ .  اشاره  متداول  وريتماز  های 

مي  فرااکتشافي جواب  يک  بر  ممنوعهالگوريتم  توان  مبتني  و    جستجوی 

شبيه تبريد  شدهالگوريتم  برد  9سازی  نام  روزافزون  .  را  افزايش  کاربرد  بدليل 

مقالات  های اخير  در سال سازی،  در حل مسائل بهينه  ااکتشافيهای فرريتمالگو 

  [ 9]  ،[8]  ،[7]  مانند  اندبندی وظايف منتشر شده مروری متعددی در حوزه زمان

   .ها مراجعه کنندتوانند به آنمند ميعلاقه گانانندکه خو 

مطالعه   اين  زماني  در  فاصله  از    7يک  داده    2019تا    2012ساله  پوشش 

در   ISIاسكوپوس و  های استنادی  پايگاه فقط مقالات منتشر شده در  .  شودمي

نظر  اند.  نظر گرفته شده  از  مقاله  قرار مي  6هر  گيرد که  شاخص مورد بررسي 

الگوريتم   نوع  از:  در  عبارتند  که  محيطي  يا  فرم  پلت  اِعمال شده،  فرااکتشافي 

تعداد اهداف )تک،    است، نوع منابع )همگن، ناهمگن(،آن مسئله مطرح شده 

بلادرنگزمانچندتايي(،   پويا(.    و  بندی  )ايستا،  مسئله  از  خلاصهفضای  ای 

 ارائه شده است. 1مقالات بررسي شده در جدول 

 
5 Nature Inspired Algorithm 
6 Ant Colony Optimization 
7 Artificial Bee Colony 
8 Moth-Flame Optimization 
9 Simulated Annealing 
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در جدول   مي  1همانطور که  ميان روششودمشاهده  در  بر  ،  مبتني  های 

روش ميان  در  و  ژنتيک  الگوريتم  تبريد  جمعيت،  الگوريتم  جوابي  تک  های 

روشهشبي شده،  هستند.  سازی  غالب  منابع    55.88های  مقالات  از  درصد 

گرفته نظر  در  را  مناهمگن  تمامي  زماناند.  که  سيستمقالاتي  در  های  بندی 

کرده  مطالعه  را  پيشچندپردازشگر  کرده اند  لحاظ  را  همگن  منابع  اند  فرضِ 

و فروشگاهي  های کارگاهي فرم[. مقالاتي که پلت40] ،[39] ، [35]،  [21] ، [10]

انت را برای زمان اند  اند منابع را ناهمگن در نظر گرفتهخاب کرده بندی وظايف 

نزديک واقعيت  به  ]که  است  ]25تر  مقالات،   55.82[.  31]،  [28[،  از  درصد 

گرفتهزمان نظر  در  را  چندهدفه  شدبندی  گرفته  نظر  در  اهداف  ميان  از  ه  اند. 

، سرعت همگرايي، ميانگين  Make-Spanتوان به ميانگين  سازی ميبرای بهينه

بندی شده / تعداد  تعداد وظايف زمانزمان اجرای الگوريتم، نسبت موفقيت ))

نسل ميانگين  نسل  های همگراييکل وظايف(،  تعداد  نياز  )ميانگين  مورد  های 

شبيه از  تكرار  هر  دستدر  برای  راه سازی  به  کرد. حل  يابي  اشاره    بهينه( 

مقالات  نت  Make-Span  ميانگين  تمامي  در  که  است  هدفي  معيار  نظر  ها  مد 

به ترتيب سرعت همگرايي در   از آن  بعد  ميانگين زمان  مقاله،    13بوده است. 

ميانگين  مقاله،    8های همگرايي در  ميانگين نسل  مقاله،    8اجرای الگوريتم در  

ر  مقاله مورد مطالعه قرا  1نسبت موفقيت در  مقاله و    4زمان اجرای الگوريتم در  

 اند. گرفته

در جدول   مي  1همانطور که  ميان روشمشاهده  در  بر  شود،  مبتني  های 

روش ميان  در  و  ژنتيک  الگوريتم  تبريد  جمعيت،  الگوريتم  جوابي  تک  های 

روششبيه شده،  هستند.  سازی  غالب  منابع    55.88های  مقالات  از  درصد 

گ نظر  در  را  زمانرفتهناهمگن  که  مقالاتي  تمامي  داند.  سيستمبندی  های  ر 

کرده  مطالعه  را  پيشچندپردازشگر  کرده اند  لحاظ  را  همگن  منابع  اند  فرضِ 

های کارگاهي و فروشگاهي  فرم[. مقالاتي که پلت40] ،[39] ، [35]،  [21] ، [10]

اند  اند منابع را ناهمگن در نظر گرفتهبندی وظايف انتخاب کرده را برای زمان

 [.  31]،  [28] [،25تر است ]که به واقعيت نزديک

زمان  55.82 مقالات،  از  گرفتهدرصد  نظر  در  را  چندهدفه  از  بندی  اند. 

ش  نظر گرفته  در  اهداف  بهينهميان  برای  ميده  ميانگين  سازی  به  -Makeتوان 

Span  موفقيت نسبت  الگوريتم،  اجرای  زمان  ميانگين  همگرايي،  سرعت   ،

زمان)) وظايف  ميتعداد  وظايف(،  کل  تعداد   / شده  نسلبندی  های  انگين 

از شبيه)ميانگين تعداد نسل  همگرايي نياز در هر تكرار  برای  های مورد  سازی 

تنها معيار هدفي    Make-Spanميانگين  بهينه( اشاره کرد.     حلراه   يابي بهدست

مقالات   تمامي  در  که  سرعت  است  ترتيب  به  آن  از  بعد  است.  بوده  نظر  مد 

در   امقاله،    13همگرايي  زمان  الگوريتم  ميانگين  ميانگين  مقاله،    8در  جرای 

در  نسل همگرايي  در  مقاله،    8های  الگوريتم  اجرای  زمان  و    4ميانگين  مقاله 

    اند.مقاله مورد مطالعه قرار گرفته 1نسبت موفقيت در 

لازم به ذکر است برخي از مقالات که روش تحقيق خود را برای يک  

کاربردی خاص طراحي کرده  امورد  برخي  از  بهره  اند  کاربرد  مختصِ  هداف 

]برده  توليد  خط  در  تاخير  ميانگين  مثل  در  40]   ،[31اند  انتها  به  انتها  تاخير   ،]

] داده  جرياني  هسته  [ 27]  [، 17های  در  شده  توليد  حرارت    61.76.   [29]ها  و 

گرفته نظر  در  ايستا  را  مسئله  فضای  مقالات  از  اجرای  درصد  ترتيب  يعني  اند 

ورود   با  صف  در  نميوظايف  تغيير  جديد  توپولوژی  وظايف  متعاقبا  و  کند 

نخوا تغيير  پويايي گراف هم هرگز  واقعي،  دنيای  مسائل  در  اگر چه  هد کرد. 

واقع محيط،  و  مدل بينانهشرايط  در  آن  کردن  لحاظ  اما  است  مسئله  تر  سازی 

 دهد.  پيچيدگي را بطور قابل توجهي افزايش مي

بندی و منابع ناهمگن تنها در  زمانهمچنين در نظر گرفتن همزمان پويايي 

گرفته  11 قرار  مطالعه  مورد  ]اسمقاله  ]14]  ، [13]  ،[11ت   ،]15[  ،]17]،  [18  ،]

سازی همزمان دو قيد  [ که حاکي از دشواری مدل 38[، ]37[، ]34[، ] 24]  ،[19]

[، مورد توجه  35[ ]27]  ،[10مقاله ]  3بندی بلادرنگ نيز تنها در  باشد. زمانمي

گر آنقرار  از  مورد  دو  که  است  مفته  زمانها  با  سيستمرتبط  در  های  بندی 

زشي و يک مورد مرتبط با حسگرهای رادار است و در هر سه مقاله  چندپردا

زمان کاربرد  يک  نويسندگان  توسط  شده  نظر  در  معرفي  -کاربرد  بحراني 

سال شده  در  زماناست.  اغلب  اخير  کاربردهای  های  در  بلادرنگ  بندی 

است و حاکي از يک  تشخيص پزشكي و امداد و نجات مطرح شده   مسيريابي،

   باشد.مناسب برای مطالعات آينده مي حوزه تحقيقاتي

راه  که  جايي  آن  بهينهاز  از  ترکيبي  مقاله  اين  در  پيشنهادی  سازی  حل 

قطره  و  ذرات  فرااکتشافي ازدحام  حل  راه  يک  پس  است  هوشمند  آب  های 

ت فرم مورد نظر، محيط محاسبات ابری است.  مبتني بر جمعيت خواهد بود. پل

ا محاسبات  ماهيت  طبق  ناهمگن  بنابراين  بررسي  تحت  مسئله  در  منابع  بری، 

بندی شده با گذشت  هستند. فضای مسئله پوياست چون اولويت وظايف زمان

مي تغيير  جدول  زمان  در  شده  استخراج  آمار  طبق  همچنين  معيارهای    1کند. 

اهداف مقاله خود انتخاب   مگرايي را بعنوانعت هو سر Make-Spanميانگين 

 کنيم که مكررترين اهداف موجود در ادبيات هستند.  مي

در  زمان نظر  مورد  کاربرد  زيرا  بود  نخواهد  بلادرنگ  تحقيق  اين  بندی 

زمان کاربرد  يک  مقاله  زمان-اين  بودن  بلادرنگ  و  نيست  بندی،  بحراني 

 اولويت محسوب نخواهد شد. 
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 2019تا   2012های فرااکتشافي منتشر شده از  بندی وظايف با روشبا زمان مرتبط لات مقا :1جدول 

مبتني بر تک   حل مورد استفاده راه سال شماره مرجع  رديف 

 جواب/جمعيت 

 ايستا/پويا  بلادرنگ  تعداد اهداف  منابع  پلت فرم 

 پويا ✓ چندهدفه  همگن  چندپردازشي  جمعيت  الگوريتم ژنتيک  2019 [ 10] 1

 پويا × چندهدفه  ناهمگن   ابر جمعيت  الگوريتم ژنتيک + جستجوی هارموني  2019 [ 11] 2

 ايستا × هدفه تک همگن  های موازی ماشين  جمعيت  سازی ازدحام ذرات جستجوی ممنوعه +  بهينه  2019 [ 12] 3

 پويا × چندهدفه  ناهمگن  ابر جمعيت  سازی ازدحام ذرات بهينه  2019 [ 13] 4

 پويا × هدفه تک ناهمگن  ابر جمعيت  حام ذرات + تئوری فازی ازی ازدسبهينه  2019 [ 14] 5

 پويا × چندهدفه  ناهمگن  ابر جمعيت  شعله/پروانه + تكامل تفاضلي  2019 [ 15] 6

 ايستا × چندهدفه  ناهمگن  ابر جمعيت  الگوريتم ژنتيک  2018 [ 16] 7

 پويا × چندهدفه  ن ناهمگ مشاهدات ماهواره  تک جواب  شده سازیتبريد شبيه  2018 [ 17] 8

 پويا × هدفه تک ناهمگن  ابر جمعيت  الگوريتم ژنتيک  2017 [ 18] 9

 پويا × هدفه تک ناهمگن  ابر جمعيت  الگوريتم ژنتيک  2017 [ 19] 10

 ايستا × چندهدفه  ناهمگن  ابر جمعيت  الگوريتم ژنتيک  2017 [ 20] 11

 ايستا × ه هدفتک همگن  چندپردازشي  جمعيت  کلوني مورچگان  2017 [ 21] 12

 ايستا × هدفه تک همگن  ابر جمعيت  کلوني مورچگان  2017 [ 22] 13

 ايستا × چندهدفه  ناهمگن  ابر جمعيت  کلوني زنبور مصنوعي  2017 [ 23] 14

 پويا × چندهدفه  ناهمگن  ابر جمعيت   سازی وال بهينه  2017 [ 24] 15

 ايستا × ه هدفچند ناهمگن  کارگاه توليدی  جمعيت  سازی وال بهينه  2017 [ 25] 16

 ايستا × چندهدفه  همگن  گراهای سرويسسيستم  جمعيت  سازی ازدحام ذرات الگوريتم ژنتيک + بهينه  2016 [ 26] 17

 ايستا ✓ چندهدفه  همگن  های رادار حسگر تک جواب  جستجوی ممنوعه  2016 [ 27] 18

 ايستا × چندهدفه  ناهمگن  گرا های سرويسسيستم  جمعيت  سازی ازدحام ذرات بهينه  2016 [  28] 19

 ايستا × چندهدفه  ناهمگن  های موازی پردازنده  جمعيت  کوکو )فاخته(  2016 [  29] 20

 ايستا × چندهدفه  ناهمگن  گريد جمعيت  الگوريتم ژنتيک  2015 [ 30] 21

 ايستا × هدفه تک ناهمگن  کارگاه توليدی  جمعيت  الگوريتم ژنتيک  2015 [  31] 22

 ايستا × چندهدفه  همگن  --- تک جواب  جستجوی ممنوعه  2015 [ 32] 23

 ايستا × چندهدفه  ناهمگن  ابر تک جواب  شده سازیتبريد شبيه  2015 [  33] 24

 پويا × چندهدفه  ناهمگن  ---- جمعيت  الگوريتم ژنتيک  2014 [  34] 25

 پويا ✓ چندهدفه  همگن  چندپردازشي  جمعيت  الگوريتم ژنتيک  2013 [  35] 26

 ايستا × هدفه تک همگن  ---- جمعيت  م ژنتيک الگوريت 2013 [  36] 27

 پويا × چندهدفه  ناهمگن  های روی تراشه  سيستم  تک جواب  شده سازیتبريد شبيه  2013 [  37] 28

 پويا × هدفه تک ناهمگن  ابر جمعيت  سازی ازدحام ذرات بهينه  2013 [ 38] 29

 ايستا × هدفه کت همگن  چندپردازشي  جمعيت  سازی ازدحام ذرات بهينه  2013 [  39] 30

 ايستا × هدفه تک همگن  چندپردازشي  جمعيت  کلوني زنبور مصنوعي  2012 [ 40] 31

       

 روش پیشنهادی  -3

زمان مسئله  معرفي  با  بخش  مياين  آغاز  الگوريتم    شود بندی  ادامه  در  و 

 داردور جهتدون  بيک گراف  عنوان  ب  کارهر  .  شد  دخواهارائه  پيشنهادی  

(DAG)   با  دشو ميسازی  مدل ,G(V  و  E)    داده مجموعه  شودمي نشان   .

V  هاگره  = {T1, T2, … , Tn}  دهنده وظايف موجود در کار است و  نشان

  های کنترل/داده ميان وظايف است. لبه دهنده وابستگيها نشانمجموعه لبه

(Ti, Tj) ϵ E   گره   هایبه اين معني است که داده  𝑇𝑖  گره   توسط  𝑇𝑗   مصرف

ها با هزينه  لبه . شودميآغاز ن 𝑇𝑗تكميل نشده است   𝑇𝑖. تا زماني که  دنو شمي

لبه    12وظيفه و    9با    DAGای از يک  نمونهاند.  شده    گذاریارتباط برچسب
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شكل    موجود در  نشان داده شده است. هزينه محاسباتي وظايف  1در شكل  

  iدهنده نشان ،𝑚𝑖  آن که در  ارائه شده است 2در جدول پردازنده  3روی  1

وامين   ميانگينِ  𝑤̅  پردازنده  محاسباتي  مجموع    𝑇𝑖  هزينه  روی 

به    وظيفه دهنده  نشان  𝑇1  وظيفه   .هاستپردازنده  و  متعلق  ورودی    𝑇9گره 

معتبر است    بندی زماناست.    DAGگره خروجي  متعلق به    وظيفه دهنده  نشان

شوند    بندیزمان( تمام وظايف  1د:  نده شو اگر و تنها اگر چهار شرط برآور

(  3( هر وظيفه قبل از اجرا تمام اطلاعات مورد نياز خود را دريافت کند  2

( هر منبع در هر زمان  4هر وظيفه در هر زمان تنها روی يک منبع اجرا شود  

 تنها يک وظيفه را اجرا کند. 

 

 [30] هاهزينه محاسباتي وظايف روی پردازنده  :2جدول                         .[30] پيشنهادی DAGای از نمونه  :1شكل         

 ازدحام ذرات سازیبهينه  3-1

ذرات    سازیبهينهالگوريتم   و    (PSO)ازدحام  کندی  توسط  بار  اولين 

شد.  [41]  10ابرهارت  جستجوی    PSO  الگوريتم  مطرح  الگوريتم  يک 

رفتار   از  که  است  پرندگان  دسته  گروهي اجتماعي  گرفتهلاهای    هام 

الگوريتماست.  شده  ساير  الگوريتم  مانند  جمعيت،  بر  مبتني  از   PSOهای 

که  ها تا زمانيکند که اين پاسخهای ممكن استفاده ميپاسخ  يک مجموعه

به   شود  محقق  الگوريتم  پايان  شرايط  يا  و  شود  يافت  بهينه  پاسخ  يک 

مي ادامه  خود  پاسخ    . دهندحرکت  هر  روش  اين  يدر  صورت  ذره  به  ک 

داده  نما دارد.  سردسته  شود.مييش  را  موقعيت  حين    بهترين  در  ذره  هر 

برای بهدست  جستجو  جابجا    يابي  دائما  بهينه  اين  شودمينقطة  دليل  به   .

است سرعت  دارای  ذره  روش  جابجايي،  اين  در  ضامن  .  سرعت،  معادله 

براساس   معادله  اين  است.  بهينه  ناحيه  به سمت  ذرات  عنصر    چهارحرکت 

اراا محلي    شودميئه  صلي  مولفه  )الف(  از  عبارتند  بهترين  )  p-bestکه 

کهوضعيت جمعي  ذره   ي  مولفه  )ب(  است(،  کرده  تجربه   g-best  تاکنون 

ميان ذرات(، )ج(  بهترين ذره  ) )د(    سرعتدر  از طريق  مكان  و    روابطکه 

 . [42]  ،[41]  شوندمحاسبه مي( 2( و )1)

 
10 Kennedy and Eberhart 

𝑉𝑖(𝑡 + 1) = 𝑤𝑉𝑖(𝑡) + 𝐶1𝑅1,𝑖(𝑡)(𝑃𝑖(𝑡) − 𝑋𝑖(𝑡))

+ 𝐶2𝑅2,𝑖(𝑡) (𝑃𝑔(𝑡) − 𝑋𝑖(𝑡)) 
(1) 

𝑋𝑖(𝑡 + 1) = 𝑋𝑖(𝑡) + 𝑉𝑖(𝑡 + 1) (2) 

Vi(tکه در آن   + Xi(tسرعت فعلي ذره،   Vi(t)سرعت آينده ذره،   (1 +

ذره،    (1 بعدی  ذره،    Xi(t)مكان  فعلي  اينرسي،    𝑤مكان   2Cو    1Cوزن 

اعداد تصادفي هستند که به صورت نرمال    𝑅2و    𝑅1مقادير ثابت و مثبت و  

 شوند.   توليد مي [0,1]  در بازه 

𝐶1  و   اهميت مربوط به بهترين ذرهمقدار𝐶2  اهميت مربوط به بهترين  مقدار

معمولاً     ا ههمسايگي به دلايل تجربي  C1است.  + C2 = درنظر گرفته    4

پارامتری به نام وزن اينرسي به صورت    شود.مي قابليت بهتر جستجو،  برای 

مي اضافه  الگوريتم  سرعت  معادله  در  با  گردد.  ضريب  الگوريتم  معمولا 

کند که سبب جستجوی  مقدار بزرگي از وزن اينرسي شروع به حرکت مي

ابتدای اجرای الگوريتم  گسترده فض  شده و اين وزن به مرور در طول  ا در 

ميزمان   در کاهش  کوچک  فضای  در  جستجو  تمرکز  سبب  که  يابد 

پاياني  گام به صورت  [42]  ،[41]  شودميهای  ذرات  ابتدا  در  در    تصادفي. 

مي مقداردهي  جستجو  فضای  موقعيتسرتاسر  اين  که  به  شوند  اوليه  های 

در گام  .  (p-bestشوند )شخصي ذرات نيز شناخته ميعنوان بهترين تجربه  

از ميان ذرات موجود انتخاب و بعنوان بهترين پاسخ شناخته  بعد بهترين ذره  
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نمايند،  سپس گروه ذرات در فضای جستجو حرکت مي.  (g-best)  شودمي

زماني پايان  تا  شرايط  اِ  يکه  شامل  حرکت  اين  شود.  معادله محقق  عمال 

ذرا گروه  به  ميسرعت  تغيير  ت  آن  براساس  ذره  هر  موقعيت  که  باشد 

مقدار    کند.مي با  ذره،  از  حاصل  جديد  برازش  مقايسه    p-bestمقدار  ذره 

اين موقعيت  مي باشد،  بهتری  برازش  اگر موقعيت جديد ذره دارای  گردد. 

موقعيت   جايگزين  برای  شودمي   p-bestجديد  نيز  مشابه  روالي   .g-best  

 . [43] ،[42] گيردانجام مي

 ی آب هوشمندهاقطره الگوريتم  3-2

)ها قطره الگوريتم   هوشمند  آب  سال   (IWEی  شاه  توسط    2009  در 

آب موجود در  قطرات  بر اساس رفتار جريان آب ارائه شد.      [44]  11حسيني

ترين مسير در جهت رسيدن به دريا را ها به طور هوشمندانه کوتاه رودخانه

مي دوپيدا  الگوريتم  اين  در  خاک    کنند.  ميزان  و  سرعت  مهم  ويژگي 

خاک   ميزان  هرچه  است.  شده  تعريف  قطرات  برای  زمين  از  دريافتي 

سرعت   باشد  کمتر  ميقطرات  دريافتي  واق بيشتر  در  خاک  ميزان  ع  شود. 

شود. اساسا  های آب مبادله ميمتناظر با اطلاعاتي است که بين زمين و قطره 

انتخاب مي را  قطره مسيری  باشد خاک کمتری را در کند که مجبور  يک 

ها بصورت گسسته در نظر  حين پيمايش آن حمل کند. اگر گام انتقال قطره 

مي فرايند جگرفته شود  گراف    يک  های گره را روی    هاقطره ابجايي  توان 

  است  مسئله های  پاسخيكي از  نماينده    IWDيا  آب    قطره هر  نگاشت کرد.  

هر    .شودمي داردهي  گراف مقهای  گره يک از    هرتصادفي روی  و بصورت  

IWD    شده بازديد  گره  ليست  يک  ابتدا    Vc(IWD)دارای  در  که  است 

برای هر  هر تكرار از الگوريتم مراحل ذيل  در  شود.  تهي در نظر گرفته مي

   .شودقطره انجام مي

  Eبا احتمال    j  بعدیگره    ،i  گره ساکن در    IWD  قطره   هر  به ازای.  1  مرحله

و  نباشد    IWDهای بازديد شده  در ليست گره ه  ک  شودميانتخاب  ای  بگونه

متناسب با معكوس ميزان خاک    E  متغير   . را نقض نكند  مسئله ضمنا شروط  

   .شودميمحاسبه   (3طبق رابطه )و   است رهگ بين دوموجود 

(3 ) 
𝐸𝑖
𝐼𝑊𝐷(𝑗) =

𝑓(𝑠𝑜𝑖𝑙(𝑖, 𝑗))

∑ 𝑓(𝑠𝑜𝑖𝑙(𝑖, 𝑘))𝑘∉𝑣𝑐(𝐼𝑊𝐷)

 

بين دو گره  هاگره   K  در آن  که مياني  ,𝑓(𝑠𝑜𝑖𝑙(𝑖  است و   jو    iی  𝑗))   از

 . شود( محاسبه مي4رابطه )

(4 ) 
𝑓(𝑠𝑜𝑖𝑙(𝑖, 𝑗)) =

1

𝑔(𝑠𝑜𝑖𝑙(𝑖, 𝑗))
 

 
11 Shah-Hosseini 

,g(soil(iمتعاقبا   و j))  شود( محاسبه مي5رابطه )طبق. 

(5 ) 𝑔(𝑠𝑜𝑖𝑙(𝑖, 𝑗))

= {
𝑠𝑜𝑖𝑙(𝑖, 𝑗)   𝑖𝑓     𝑚𝑖𝑛𝑙∉𝑣𝑐(𝐼𝑊𝐷)(𝑠𝑜𝑖𝑙(𝑖, 𝑙)) ≥ 0

    𝑠𝑜𝑙𝑖(𝑖, 𝑗)   𝑖𝑓  −𝑚𝑖𝑛𝑙∉𝑣𝑐(𝐼𝑊𝐷)(𝑠𝑜𝑖𝑙(𝑖, 𝑙)) 𝑒𝑙𝑠𝑒
 

,soil(iکه در آن   j)    ميزان خاک حمل شده توسط قطره بين دو گرهi    وj  

 شود. اضافه مي Vc(IWD)به ليست   jسپس گره بازديد شده جديد است. 

قطر.  2مرحله   دو گره  ه  ه جابجاشوندبرای هر  توسط  سرعت آن    jو    iبين 

  گرهکه هرچه خاک بيشتری بين دو  به طوری  شود ميبروزرساني    (6)رابطه  

 . شودوجود داشته باشد مقدار کمتری به سرعت آن افزوده مي

𝑉𝐼𝑊𝐷(𝑡 + 1) = 𝑉𝐼𝑊𝐷(𝑡) +
𝑎𝑣

𝑏𝑣 + 𝑐𝑣 . 𝑠𝑜𝑖𝑙
2(𝑖, 𝑗)

 (6 )  

آن   در  VIWD(t  که  + شده    (1 بروز  پارامترهای   است.  IWDسرعت 

  1و    0.1،  1برای بروزرساني سرعت به ترتيب برابر با    𝑐𝑣و    𝑏𝑣و    𝑎𝑣ثابت  

 شوند.  لحاظ مي

کند  آوری ميجمع  jبه گره    iگره  از مسير  IWDخاکي که   ميزان.  3مرحله  

 شود.( تعيين مي7با استفاده از رابطه )

∆𝑠𝑜𝑙𝑖(𝑖, 𝑗) =
𝑎𝑠

𝑏𝑠 + 𝐶𝑠. 𝑡𝑖𝑚𝑒
2(𝑖, 𝑗; 𝑉𝐼𝑊𝐷(𝑡 + 1))

 (7) 

به ترتيب    خاکبرای بروزرساني    𝑐𝑠و    𝑏𝑠و    𝑎𝑠که در آن پارامترهای ثابت  

با   مي  1و    0.1،  1برابر  با    timeتابع  شوند.  لحاظ  برابر  اصلي  الگوريتم  در 
𝐻𝑈𝐷(𝑗)

𝑉𝐼𝑊𝐷(𝑡+1)
و     برحسب HUD(j) است  که  است  اکتشافي  مطلوبيت  عدم 

 شود. مسئله داده شده مشخص مي

يافت شده    TIWDهای  حلاز همه راه   TIBتكرار  -حل بهترينراه .  4مرحله  

 . شود( تعيين مي8فاده از رابطه )تها با اس  IWDتوسط 

∆𝑠𝑜𝑙𝑖(𝑖, 𝑗) =
𝑎𝑠

𝑏𝑠 + 𝐶𝑠. 𝑡𝑖𝑚𝑒
2(𝑖, 𝑗; 𝑉𝐼𝑊𝐷(𝑡 + 1))

 (8) 

 کيفيت راه حل است.  (.)q که در آن

مسيرهاي.  5مرحله   در  موجود  کهخاک  راه   ي  بهترينبهترين  تكرار  -حل 

𝑇𝐼𝐵  شودميبروزرساني ( 9) رابطه  اند توسطجاری را شكل داده . 

𝑠𝑜𝑖𝑙(𝑖, 𝑗) = (1 + 𝜌𝐼𝑊𝐷). 𝑠𝑜𝑖𝑙(𝑖, 𝑗) −

  𝜌𝐼𝑊𝐷.
1

(𝑁𝐼𝐵−1)
. 𝑠𝑜𝑖𝑙𝐼𝐵

𝐼𝑊𝐷  (9) 
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بهترين  های  گره عداد  ت   NIBپارامتر بروزرساني سراسری،    ρIWD  که در آن

soilIB  جاری ومسير در تكرار  
IWD     ای است که بهترين مسير را پيموده  قطره

,soil(iو   است j)   در بهترين مسير جاری است ره گ ميزان خاک بين دو .   

راه   .6مرحله   مجموع  بهترين  راه توسط    TTBحل  فعلي  بهترين  با    TIBحل 

 . شود( بروزرساني مي10استفاده از رابطه )

𝑇𝑇𝐵 = {
𝑇𝑇𝐵   𝑖𝑓 𝑞(𝑇𝑇𝐵) ≥ 𝑞(𝑇𝐼𝐵)

𝑇𝐼𝐵                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (10) 

 شود.  توقف ميحل مجموع مالگوريتم با بهترين راه . 7مرحله 

است    درنهايت مسير  ممكن  در  مجموع  بهترين  مسير  بهترين  به  توجه  با 

 [. 45[، ]44] تكرار جاری تغيير کند 

 

 PSO-IWD ترکيبيالگوريتم  3-3   

چالش    از  الگوريتميكي  در  موجود  جمعيت،  های  بر  مبتني  تكاملي  های 

بهينه محلي است. معمولا برای   حل اين مسئله از  مسئله گيرافتادن در نقاط 

يا   K2های جستجوی محلي مانند ترکيب الگوريتم های تكاملي با الگوريتم

شود. مسئله بعدی سرعت همگرايي ضعيف الگوريتم  نوردی استفاده ميتپه

PSO  اين    .[5]  است روش   مقاله،در  يک  چالش،  دو  اين  حل  برای 

پيشنهاد   IWDو    PSOهای  جديد متشكل از الگوريتم  ترکيبيفرااکتشافي  

ابتدا جمعيت  PSOگيری از مزيت تنوع جمعيت در  برای بهره .  استشده   ،

با   ذره    .شودميتوليد    PSOاوليه  سرعت  بردار  موقعيت    iبروزرساني  و 

زماني  شود.  انجام مي  PSOمتعلق به    2و    1توسط رابطه  بعدی گره بترتيب  

الگوريتم  شدند  مشخص  تكرار  يک  در  ذره  حرکت  مقصد  و  مبدا    که 

IWD   های مياني موجود بين اين  برای پيدا کردن بهترين مسير از ميان گره

فراخواني   گره  الگوريتمشودميدو  تلفيق  واقع  در    PSOو    IWDهای  . 

به   جهت  مولفه  شدن  اضافه  به  مطمئنا  شودميتكاملي    روندمنجر  هر  .  در 

الگوريتم ميبرازش  توابع  ارزيابي    تكرار نياز به  که    . ضمن اينباشدهر دو 

شود تا فضای بزرگتری جستجو شود  از مقادير بزرگ شروع مي  Wپارامتر  

  شكل شبه کد الگوريتم پيشنهادی در  يابد.  کاهش مي  اما با افزايش تكرارها

 ارائه شده است.  2

Input: Np = Population Size 

Output: The Scheduled Tasks List 

For i=1 to Np do (Generate the First Generation by PSO) 
 (1) Generate Particle P[i]; 

 (2) Initialize V[i] & X[i] Randomly  

 (3) Compute Fitness Function for  P[i]; 

(4) PBest [i] = P[i];  

End For  

GBest = Best P[i]; 

For i=1 to Np do (Update Velocity and Position by PSO)  

 Vi(t + 1) = wVi(t) + C1R1,i(t)(Pi(t) − Xi(t)) + C2R2,i(t) (Pg(t) − Xi(t)) 

 Xi(t + 1) = Xi(t) + Vi(t + 1) 

 Ni = Number of Particles between Xi(t) and Xi(t + 1)  

 For i=1 to Ni do (Find the Best Path between Current Position and Next Position by IWD) 

  soil[Xi(t), Xi(t + 1)] = (1 + ρIWD). soil[Xi(t), Xi(t + 1)] − ρIWD.
1

(NI−1)
. soilI

IWD  

                            Compute Fitness Function for  Soil[i]; 

                            Evaluate Soil [i]; 

                            If new Path is better  

                            SBest [i] = Soil [i]; 

End For  

Evaluate P[i]; 

If new Position is better  

PBest [i] = P[i]; 

GBest = Best Particle Found  

End For  
 

  

PSO-IWDشبه کد الگوريتم ترکيبي  :2شكل   
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 سازی پیاده -4

محيط  ر  بندی دانمسئله زم  درقبل از اِعمال  يعني  )  آزمون پيش  در مرحله     

پيشنهادی    (ابر توابع  روش  از  برخي  اين  د.  شخواهد    اجرامعيار  روی  در 

بهينهمعيار  تابع    چهاربخش   حوزه  در  شده  گرفته  سازی  شناخته  نظر  در 

جزئيات  [.  46]  وانگ گریو    راستريگين،  بروکاکلي، روزنتوابع    :اندشده 

ابعاد    d  ،معياردر تعريف توابع    است.ارائه شده     3در جدول  معيار  توابع   به 

نيز در  معيار  پارامترهای اوليه اجرای الگوريتم روی توابع  مسئله اشاره دارد.  

شده   4جدول   نرمک.  استآورده  در  برنامه  متلب  د   R2016b v9.1افزار 

x.64    پردازنده  شد  نوشته با  خانگي  سيستم  يک  روی  برنامه   ®Intelو 

Core™2 Duo E4500  ايت حافظه گيگاب 2وRAM  .متلب  کد  اجرا شد  

 است. استخراج شده  [46]  ازمعيار توابع 

 در نظر گرفته شده برای ارزيابي الگوريتم پيشنهادی معيار توابع  :3جدول 

 جهاني  کمينه مقدار  کران معادله  نام تابع  

 اکلي

𝒇(𝑿) = −𝒂𝒆𝒙𝒑

(

 −𝒃√
𝟏

𝒅
∑𝒙𝒊

𝟐

𝒅

𝒊=𝟏
)

 − 𝒆𝒙𝒑(
𝟏

𝒅
∑𝒄𝒐𝒔(𝒄𝒙𝒊)

𝒅

𝒊=𝟏

) + 𝒂 + 𝒆𝒙𝒑(𝟏) 

(−𝟏𝟎, 𝟏𝟎)𝒅 𝒇(𝑿) = 𝟎, 𝒂𝒕 𝑿 = (𝟎,… , 𝟎) 

 بروک روزن 
𝒇(𝑿) =∑[𝟏𝟎𝟎(𝒙𝒊+𝟏 − 𝒙𝒊

𝟐)
𝟐
+ (𝒙𝒊 − 𝟏)

𝟐]

𝒅−𝟏

𝒊=𝟏

 
(−𝟏𝟎, 𝟏𝟎)𝒅 𝒇(𝑿) = 𝟎, 𝒂𝒕 𝑿 = (𝟏,… , 𝟏) 

 راستريگين 
𝒇(𝑿) = 𝟏𝟎𝒅 +∑[𝒙𝒊

𝟐 − 𝟏𝟎𝒄𝒐𝒔(𝟐𝝅𝒙𝒊)]

𝒅

𝒊=𝟏

 

(−𝟓, 𝟓)𝒅 𝒇(𝑿) = 𝟎, 𝒂𝒕 𝑿 = (𝟎,… , 𝟎) 

 وانک گری
𝒇(𝑿) =∑

𝒙𝒊
𝟐

𝟒𝟎𝟎𝟎
−∏𝒄𝒐𝒔(

𝒙𝒊

√𝒊
) + 𝟏

𝒅

𝒊=𝟏

𝒅

𝒊=𝟏

 

(−𝟏𝟎, 𝟏𝟎)𝒅 𝒇(𝑿) = 𝟎, 𝒂𝒕 𝑿 = (𝟎,… , 𝟎) 

 معيار روی توابع پارامترهای اوليه اجرای الگوريتم  :4جدول 

 پارامترهای ثابت شرايط توقف  تعداد اجرای تست روی هر تابع   (𝒅)مسئله   ابعاد حداکثر تعداد نسل )تكرار(  اندازه جمعيت اوليه

50 50 2 10 
يا   50حداکثر تعداد نسل= 

تغيير مقدار برازش کمتر از  

 در دو نسل متوالي 0.001

𝒂 = 𝟐𝟎 
 𝒃 = 𝟎. 𝟐  
𝒄 = 𝟐𝝅 

ت عنوان  معيارهای  با  بهينه  جواب  به  همگرايي  تا  نسل  سرعت  »عداد 

برای مقايسه سه    «CPUزمان  »و زمان اجرای الگوريتم با عنوان    «همگرايي

شده   PSO-IWD  ،PSO  ،IWDالگوريتم   گرفته  نظر  ترتيب   در  به  اند. 

نتايج بهترين، متوسط، بدترين و انحراف معيار سرعت همگرايي در جدول  

  6در جدول    CPUمتوسط، بدترين و انحراف معيار زمان  و نتايج بهترين،    5

شده  پاذکر  حد  به  همگرايي  سرعت  برای  متوسط  مقدار  گرد  اند.  يين 

زمان  شده  مقادير  تمام  همچنين  گرد   نيز    CPUاست.  اعشار  رقم  سه  به 

 اند. شده 

جدول   نتايج  از  که  مي  5همانطور  الگوريتم  مشاهده  از    PSO-IWDشود 

بهترين   مقدار  توابع بجز  نظر  به دو روش ديگر  روزندر همه  بروک نسبت 

متوسط و مقدار بدترين نيز  عملكرد بهتر يا برابر دارد. همچنين از نظر مقدار  

 بروک از دو روش ديگر عملكرد بهتری دارد.بجز تابع روزن

،  PSO-IWD ،PSOهای الگوريتم  نتايج سرعت همگرايي مقايسه  :5جدول 

IWD  معيار روی توابع 

انحراف  بدترين  متوسط  بهترين الگوريتم  معيار تابع 

 معيار 

 IWD اکلي
PSO 
PSO-

IWD 

28 
27 
26 

29 
29 
28 

32 
31 
28 

1.82 
1.63 
1.15 

 IWD بروک روزن 
PSO 
PSO-

IWD 

41 
30 
43 

44 
30 
48 

49 
33 
48 

3.31 
1.73 
2.88 

 IWD راستريگين 
PSO 
PSO-

IWD 

31 
30 
30 

33 
31 
30  

37 
35 
34 

2.54 
2.38 
2.30 

 IWD وانک گری
PSO 
PSO-
IWD 

40 
40 
34 

42 
41 
35 

44 
43 
38 

1.39 
1.27 
1.81 
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، PSO-IWD هایالگوريتم ثانيه( )در واحد    CPUمقايسه نتايج زمان  :6ول جد 

PSO ،IWD  معيار روی توابع 

نتايج جدول  از  الگوريتم  مشاهده مي  6  همانطور که  در    PSO-IWDشود 

در تابع  بروک از دو روش ديگر عملكرد بهتری دارد.  روزنهمه توابع بجز  

در تابع راستريگين نيز    واست    PSOبروک بهترين عملكرد متعلق به  روزن

 دارد.  PSO-IWD به عملكرد نزديكي نسبت

منابع ناهمگن در   تحت بررسي،در مسئله گرديم. حال به مسئله اصلي باز مي

ها برای پردازش وظايف مختلف متفاوت  اند يعني قابليت آننظر گرفته شده 

های اجرای  تواند به زمانمختلف مياست و پردازش يک وظيفه روی منابع  

نيز در نظر گرفته شده منجر شود.    متفاوت بين وظايف  ارتباط  است.  هزينه 

هزينه ارتباط يا هزينه لبه در گراف متناظر يعني زماني که برای انتقال نتيجه  

وظي يک  به  وظيفه  صرف  يک  مجاور  توليد.  شودميفه    DAG  هر   برای 

 𝐆𝟐𝐧×𝐦بين وظايف و  برای هزينه ارتباطي    𝐆𝟏𝐧×𝐧به دو گراف  تصادفي  

  mتعداد وظايف و    nکه در آن    استنياز  برای هزينه محاسباتي هر وظيفه  

است.   موجود  منابع  بين  تعداد  تصادفي  بطور  محاسباتي  و    20تا    5هزينه 

.  استه ثانيه توليد شد در واحد ميلي 10تا  1هزينه ارتباطي بطور تصادفي بين 

آزمايش در  الگوريتم  به  پارامترهای  اندازه  صورت    اينها  شدند:  تنظيم 

 𝑪𝟐و  𝑪𝟏،  0.7، وزن اينرسي: 120ها: تعداد نسلحداکثر ، 50جمعيت اوليه: 

ترتيب   مرحله  .  2و    2به  سه  در  تست  بارو  فاز  تعداد    50  با  هر  با  گراف 

 .  انجام شد (60و  40،  20متفاوتي از وظايف )

 IWDو    PSOهای پايه  لگوريتمنتايج حاصل از روش پيشنهادی علاوه بر ا 

[  47](  WOA)  سازی والبهينه  با نتايج حاصل از دو الگوريتم شناخته شده

و    2016که به ترتيب در سال های  [  48](  MFOشعله/پروانه )سازی  بهينهو  

شرايط تست که در بالا ذکر شد   د شد.ناند مقايسه خواهتوسعه يافته  2015

ارائه جزئيات بيشتر  است.  نظر گرفته شده   برای همه پنج الگوريتم يكسان در 

 . پذير نيستهای مزبور بدليل محدوديت فضا امكاندر مورد الگوريتم

 نتایج و بحث   -5

ترکيبي   الگوريتم  بين  همگرايي  سرعت  با    PSO-IWDمقايسه 

  50  روی بصورت جداگانه    MFOو    PSO،  IWD ،  WOAهای  الگوريتم

با   با    50وظيفه،    20گراف  و  وظيف  40گراف  با    50ه  به  وظيفه    60گراف 

شكلترتيب   شده نشان    5و    4،  3های  در  همه  پارامترهای  .  استداده 

شده   ها الگوريتم مقداردهي  يكسان  تعداد    حداکثر   همچنيناند.  بطور 

 است. تعيين شده   120 برابر با الگوريتم 5تكرارها در هر 

 
وظيفه 20گراف با  50روی  هاالگوريتم  اجراینتايج سرعت همگرايي حاصل از  :3شكل 

به جواب  در آن  گام همگرايي عدد تكراری است که الگوريتم  منظور از   

شده  همگرا  با  است.  بهينه  برابر  وظايف  تعداد  که  گام    20زماني  است 

الگوريتم   در  )  PSOهمگرايي  بازه  الگوريتم  81  –  63در  در   ،)IWD    در

( الگوريتم    ،(80  –  63بازه  )  WOAدر  بازه  الگوريتم  (،  72  –  58در  در 
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 معيار انحراف  بدترين  متوسط  بهترين الگوريتم  معيار تابع 
 IWD اکلي

PSO 
PSO-IWD 

564/0 
571/0 
563/0 

565/0 
576/0 
563/0 

570/0 
578/0 
566/0 

0.310 
0.310 
0.173 

 IWD بروک روزن 
PSO 

PSO-IWD 

916/0 
818/0 
861/0 

926/0 
826/0 
870/0 

940/0 
828/0 
918/0 

0.993 
0.516 
1.081 

 IWD راستريگين 
PSO 

PSO-IWD 

660/0 
667/0 
651/0 

672/0 
668/0 
659/0 

670/0 
676/0 
665/0 

0.720 
0.465 
0.577 

 IWD وانک گری
PSO 

PSO-IWD 

262/0 
260/0 
216/0 

282/0 
294/0 
236/0 

320/0 
326/0 
242/0 

0.541 
0.247 
0.197 
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MFO  ( 82  –  72در بازه  )  و در الگوريتم ترکيبيPSO-IWD  ( 53در بازه  

تغيير مي63  – الگوريتم  (  نتايج دو  نزديكي  در شكل    IWDو    PSOکند. 

است مشهود  کهکاملا  اين  ضمن   .  MFO    را نتايج  بدترين  متوسط  بطور 

است.   ترکيبي  داشته  الگوريتم  ط نيز    PSO-IWDبرتری  تمام  ول  در 

 ( قابل توجه است. 9تكرارها )بجز يک مورد در گراف  

 
وظيفه 40گراف با  50روی ها اجرای الگوريتم نتايج سرعت همگرايي حاصل از    :4شكل 

گام همگرايي در  است    40به همين ترتيب زماني که تعداد وظايف برابر با  

)  PSOالگوريتم   بازه  الگوريتم  103  –  85در  در   ،)IWD  ( بازه   –  85در 

الگوريتم  100 )  WOA(، در  بازه  الگوريتم  100  –  85در  در   MFO(، در 

(  97  –  77در بازه )  PSO-IWD( و در الگوريتم ترکيبي  108  –  96بازه )

مي است  کند.  تغيير  مشهود  شكل  در  که  همانطور  بدترين    MFOمجددا 

است.   کرده  کسب  سناريو  اين  در  را  نتايج  نتايج  سناريو  سه  بين  در 

به دو  سناريوی  در    اهالگوريتم تر است. ديگر نزديکسناريوی  دوم نسبت 

در    WOAو    IWDنتايج   و  نزديک  هم  است.    16به  يكسان  کاملا  مورد 

و   72در    PSO-IWDالگوريتم    ،درصد  21در    IWDالگوريتم   درصد 

 اند. درصد موارد بهترين نتيجه را کسب کرده  7در  WOAالگوريتم 

 
وظيفه 60گراف با  50روی ها اجرای الگوريتم حاصل از نتايج سرعت همگرايي  :5شكل 

گام همگرايي در    ،است  60به همين ترتيب زماني که تعداد وظايف برابر با  

)  PSOالگوريتم   بازه  الگوريتم  105  –  90در  در   ،)IWD  ( بازه   –  95در 

الگوريتم  105 )  WOA(، در  بازه  الگوريتم  101  –  81در  در   MFO(، در 

(  102  –  71در بازه )  PSO-IWDو در الگوريتم ترکيبي    (109  –  96بازه )

مي ميکند.  تغيير  بيشتر  تعداد وظايف  نتايج  هر چه  -PSOبه    WOAشود 

IWD    نتايج مينزديک  IWDبه    PSOو  سوم  شود.  تر  سناريوی    هم در 

قبلي   سناريوهای  بدترين    MFOمشابه  متوسط  کسب  نتايج  بطور  را 

موارد    26در  است.  کرده  از  موارد    WOAدرصد  بقيه  در    PSO-IWDو 

داشته را  نتيجه  انحراف  اند.  بهترين  و  بدترين  متوسط،  بهترين،    معيار نتايج 

به ترتيب    8و    7،  6های  شكل.  اندارائه شده   7سرعت همگرايي در جدول  
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Make-Span  های  حاصل از اِعمال الگوريتمPSO-IWD  ،PSO  ،IWD ،  

WOA  وMFO  دهند.  ختلف را نشان ميگراف با تعداد وظايف م 50روی

الگوريتم همه  شده پارامترهای  مقداردهي  يكسان  بطور  همچنين  ها  اند. 

است. مقادير تعيين شده   120سناريو برابر با    3حداکثر تعداد تكرارها در هر  

Make-Span    از شده   120پس  ثبت  الگوريتم(  توقف  )معيار  اند  تكرار 

 يده است يا خير. ين که الگوريتم به همگرايي رسصرف نظر از ا

 

 

 

 

 . سرعت همگرايي معيارنتايج بهترين، متوسط، بدترين و انحراف . 7جدول  

 
وظيفه 20گراف با  50روی ها اجرای الگوريتم ل از حاص Make-Spanنتايج   :6شكل 

 IWDو    PSOنتايج  در سناريوی اول  همانطور که در شكل مشهود است،  

بد  هستند.  هم  به  نزديک  الگوريتم    ترينخيلي  به  مربوط   MFOعملكرد 

 است. 

 درصد موارد بهترين عملكرد را داشته است.  86در  PSO-IWDهمچنين 
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مورد از    13و حتي در    بيشترين تنزل را داشته است  PSOوی دوم  در سناري

MFO  است بهترين  .  بدتر  اول  سناريوی  با  به  مشابه  مربوط  عملكرد 

عملكرد بدتری   WOAمورد از  10است گر چه در   PSO-IWD الگوريتم

 . داشته است

 
 

هفظيو 60گراف با  50روی ها اجرای الگوريتم حاصل از  Make-spanنتايج  :8شكل 

سناريوی   الگوريتم   به    IWDنتايج  سوم  در    WOAو    PSO-IWDدو 

داشته است.   5در    و حتي   ستاشده تر  نزديک  بهترين عملكرد را  اما    مورد 

خود    67در    PSO-IWDهمچنان   به  را  عملكرد  بهترين  موارد  از  درصد 

داده است.   داده شده    8و    7،  6های  همانطور که در شكلاختصاص  نشان 

با افزايش تعداد وظايف،  است روند ک -Makeلي بدين صورت است که 

Span   مي عملكرديابدافزايش   ،  PSO    عملكرد و  تقويت    IWDتنزل 

انحراف  شود.  مي بدترين و  متوسط،  بهترين،  در   Make-Span  معيارنتايج 

   اند.ارائه شده  8جدول  

آزمايشآ مجموعه  روی  خرين  پيشنهادی  الگوريتم  اِعمال  به  مربوط  ها 

سازمانن جريا ساختار  است.  مصنوعي  ابر  يک  در  تجاری  کاری  ابر  -های 

شكل   در  افزار    9که  نرم  در  است  شده  داده   Windows Azureنشان 

Workflows  يافته توسعه  منظور  اين  اببرای  يک  پيشنهادی  ابر  رِ  است. 

است  است که در چهار لايه ايجاد شده   PaaSفرم در قالب سرويس يا  »پلت

بارکاری،   توليد،  شامل  زيرساخت.    PaaSمديريت  چهار و  ساختار  اين 

ساده لايه و  ای  است  خصوصي  ابر  يک  تعريف  برای  ممكن  حالت  ترين 

مورد قابل افزايش هستند. منابع از سمت ابر خصوصي    12های مزبور تا  لايه

مخزن  در ميقالب  تخصيص  سازمان  به  تعداد ها   نوع  مخزن  يابند.  و  ها 

آن از طريق  ارتباط  قابلها  مديريت خوشه  است.  ابزار    10شكل  پيكربندی 

به   مربوط  الگوريتم  Make-Spanنتايج  از  ،  PSO-IWDهای  حاصل 

PSO  ،IWD،  WOA    وMFO    مخزن    50،  40،  30،  20،  10سناريو با    5در

   دهد.را نشان مي

)در واحد   Make-Span معيارنتايج بهترين، متوسط، بدترين و انحراف  :8 جدول
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Windows Azure Workflowsساختار ابر توسعه يافته در نرم افزار  :9شكل 

              
 مخزن  50، 40، 30، 20، 10سناريو با  5در   MFOو  PSO-IWD ،PSO ،IWD،  WOAهای الگوريتم نتايج حاصل از  :10شكل 

با   برابر  مخازن  تعداد  که  زماني  يعني  اول  سناريوی    WOAاست    10در 

برتری    PSO-IWDاست اما در ساير سناريوها  بهترين نتيجه را کسب کرده 

با رشد تعداد مخازن عملكرد  .  داردای ديگر  هبه الگوريتممحسوسي نسبت  

WOA   کرده پيدا  و  تنزل  مجموع  نيز    MFOاست  را در  عملكرد  بدترين 

   .استداشته

   آزمون آماری فريدمن 5-1

روش    چندينآزمون فريدمن يک آزمون ناپارامتری است که برای مقايسه  

رتبه سطح  در  حداقل  اندازه که  ميای  ق   شوند،گيری  استفاده  رار  مورد 

ای يا نسبي(  های پيوسته )فاصلهتواند در مورد داده گيرد. اين آزمون مي مي

بكار داده رود  نيز  اين  محاسبه  هنگام  در  اما  رتبه،  نيز  آنها  مدنظر  بندی  ها 
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اين    .گيردقرار مي داده   آزمون در  های تكرار  برای اجرای تحليل واريانس 

برابری توزيع،  بودن  نرمال  مانند  فرضياتي  بودن  سواريان  شده  پيوسته  و  ها 

نيستندمقياس   بيان  صفر  فرضيه  .  مطرح  صورت  اين  به  فريدمن  آزمون  در 

آماره فريدمن  ها وجود ندارد.  شود که هيچ اختلاف معناداری بين روشمي

رابطه   مي(  11)از  آن    [. 49]  شود محاسبه  در  روش  Kکه  های تحت  تعداد 

است،   داده تعداد    Nمقايسه  )سنامجموعه  آزمون(  ها  و  ريوهای    Rاست 

ميان   در  روش  يک  رتبه  روشميانگين  ميتمام  آزمون  هر  در  در   باشد.ها 

مقدار بحراني طبق جدول فريدمن  و    K=5  ،N=5  تحت بررسيمورد مسئله  

با    5داری  سطح معنيو    N=5و    K=5برای   باشد.    7.800  درصد برابر  مي 

فريدمن آماره  مقدار  ب  اگر  بيشتر  بحراني  مقدار  فرضيه  از  رد  صفر  اشد 

  ،MFOروش    پنج برای  ها  ميانگين رتبه  10شكل    نتايج در مورد  شود.   مي

WOA،  PSO  ،IWD    وPSO-IWD    ترتيب در با    5به  ،  4.8سناريو برابر 

با    (11)طبق رابطه  هستند.    1.2و    2.6   ،3.4  ،2.6 برابر است  فريدمن  آماره 

شود  رد مي  0ت فرضيه  . چون آماره فريدمن از مقدار بحراني بيشتر اس8.56

   ها معنادار است. شود يعني اختلاف بين روشو فرضيه جايگزين پذيرفته مي

   و کارهای آینده گیرینتیجه -6

تخصيص وظايف به   ،های توزيع شده بندی وظايف در سيستمهدف از زمان

بگونه است  ناهمگن  زمان  منابع  مانند  عملكرد،  معيارهای  از  برخي  که  ای 

کامل است،  -NPبندی وظايف يک مسئله  . زمانشوند  بهينه  اجرا يا توازی

های اکتشافي و فرااکتشافي برای حل آن استفاده  به همين دليل از الگوريتم

  بندی زمانبرای    PSO-IWDدر اين مقاله يک الگوريتم ترکيبي  .  شودمي

محيط در  منابع    يهايوظايف  است.  ناهمگن  با  پيشنهاد شده  ابر  نتايج  مانند 

ا روی  حاصل  الگوريتم  اين  اِعمال  اندازه   مصنوعي  های  DAGز  های  با 

همگرايي و زمان   سرعتدهد که روش پيشنهادی از نظر  مختلف نشان مي

به   نسبت  وظايف  کل  صورت  ه ب  IWDو    PSO  یهاالگوريتمپردازش 

و   است.    MFO  ،WOAهای  الگوريتمجداگانه  نتايج  موثرتر  همچنين 

پيشن  الگوريتم  اِعمال  از  جريانحاصل  روی  مصنوعي  هادی  ابر  کاری  های 

-PSOالگوريتم ترکيبي حاکي از برتری  AZUREدر نرم افزار توليد شده 

IWD  با روش مقايسه  ديگر  در  در  .  دارد های  نظر گرفته شده  در  رويكرد 

به مسئله زمان مقاله نسبت  )زمان    هدفهبندی وظايف يک رويكرد تکاين 

ص سرعت همگرايي الگوريتم هم  بود اگر چه شاخ  پردازش کل وظايف(

گرفت.   قرار  توجه  الگوريتم  مورد  داريم  قصد  ما  آينده  کارهای  در 

را   چند پيشنهادی  رويكردهای  قالب  معيارهايي    هدفهدر  گرفتن  نظر  در  با 

ميزان استفاده از پردازنده، ميزان حرارت توليد شده و همچنين در نظر  مانند  

بلادرنگ و توازن بار پويا تعميم دهيم.  بندی  قبيل زمانهايي از  گرفتن مولفه

آزمون   که  اين  ترکيبي  ضمن  گراف   PSO-IWDالگوريتم  های  روی 

واقعي   الگوريتم  جهان  کوانتومي  نسخه  توسعه  کار  IWDو    های بعنوان 

   د بود.نيقاتي آينده مطلوب خواه تحق
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