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 يادگيری   مانند  ،TD  هایروش  ترکيب   از  معمولا   بالا،  ابعاد  با  تقويتي  يادگيری  مسائل  در  يادگيری  فرآيند  به  بخشيدن  سرعت  برای :  چکیده 

Q  عميق  شبكه  الگوريتم   در .  شودمي  استفاده   شايستگي،   آثار  مكانيزم   با   سارسا،  يا Q (DQN)،   که  است   شده   تلاش   شده،   معرفي  تازگي   به   که  

  رسيده  بصری  دنيای  از بالاتری درک به  که سازد قادر را  تقويتي يادگيری هایالگوريتم ،Q يادگيری در عميق عصبي های شبكه از استفاده  با

 سرعت   از  شود،مي  خوانده   عميق  تقويتي  يادگيری  الگوريتم  يک  که  DQN.  شدندمي  تلقي  نشدنيرام  گذشته  در  که  يابند  گسترش  مسائلي  به  و

  به تقويتي  يادگيری در  ایپايه هایروش از يكي که  شايستگي آثار مكانيزم  از که  شودمي سعي  مقاله اين در. است برخوردار پاييني يادگيری

  همچنين. شود بخشيده  بهبود   يادگيری   فرايند  سرعت  تا   شود  استفاده  عميق   عصبي  هایشبكه  با   ترکيب  در  تقويتي  يادگيری  در  آيد،مي  حساب

 آنها  در  آمده   دست  به  تجربي  نتايج  و  شد  انجام  آزمايش  ،2600  آتاری  هایبازی  از  تعدادی  روی  ،DQN  الگوريتم  با  کارايي  مقايسه  برای

  مطلوب مدل  به  سريعتر و داده  کاهش توجهي  قابل طرز به ،DQN الگوريتم با مقايسه در را يادگيری زمان شده، ارائه روش که دهندمي  نشان

 .شودمي همگرا

 . عميق تقويتي  يادگيری شايستگي، آثار ،Deep Q Network (DQN) عميق، عصبي هایشبكهکلمات کلیدی: 

Increase the speed of the DQN learning process with the    

Eligibility Traces 

Seyed Ali Khoshroo, Seyed Hossein Khasteh 

 

Abstract: To accelerate the learning process in high-dimensional learning problems, the 

combination of TD techniques, such as Q-learning or SARSA, is usually used with the mechanism of 

Eligibility Traces. In the newly introduced DQN algorithm, it has been attempted to using deep neural 

networks in Q learning, to enable reinforcement learning algorithms to reach a greater understanding 

of the visual world and to address issues Spread in the past that was considered unbreakable. DQN, 

which is called a deep reinforcement learning algorithm, has a low learning speed. In this paper, we 

try to use the mechanism of Eligibility Traces, which is one of the basic methods in reinforcement 

learning, in combination with deep neural networks to improve the learning process speed. Also, for 

comparing the efficiency with the DQN algorithm, a number of Atari 2600 games were tested and the 

experimental results obtained showed that the proposed method significantly reduced learning time 

compared to the DQN algorithm and converges faster to the optimal model. 

 

Keywords: Deep Neural Networks, Deep Q Networks (DQN), Eligibility Traces, Deep 

Reinforcement Learning. 

  

 [
 D

O
I:

 1
0.

52
54

7/
jo

c.
14

.4
.1

3 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.2

00
88

34
5.

13
99

.1
4.

4.
10

.4
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jo
c-

is
ic

e.
ir

 o
n 

20
26

-0
1-

30
 ]

 

                             1 / 11

http://dx.doi.org/10.52547/joc.14.4.13
https://dor.isc.ac/dor/20.1001.1.20088345.1399.14.4.10.4
https://joc-isice.ir/article-1-668-en.html


14 

 

 شايستگي  آثار  مكانيزم با DQN يادگيری  فرايند  سرعت افزايش

 سيد حسين خواسته، سيد علي خوشرو
 

Journal of Control, Vol. 14, No. 4, Winter 2021  1399، زمستان  4، شماره 14مجله کنترل، جلد 

 

 

 مقدمه -1

  نياز  که  است  مسائلي برای مناسب  چهارچوبي [ 2  ،1] تقويتي  يادگيری

  محيطش   از   ترتيبي  عامل   که  مقاطعي  مانند  دارند،  ترتيبي  گيری تصميم  به

 امروز،   به  تا.  گيردمي  تصميم  آن  اساس  بر  و  کرده   دريافت  را  مشاهداتي

  معروفترين  از  که [  1]   کردند  پيدا توسعه   بسياری تقويتي  يادگيری   هایروش

  ،[1]  تقويتي  يادگيری  موقتي  تفاضل  هایالگوريتم  در  آنها  ترينموفق  و

  از  متنوعي  مسائل  در  هاروش  اين.  باشندمي[  4]  سارسا  و  Q  [3]  يادگيری

  اعمال   ابری  پردازش  و [  6]  منابع  تخصيص   ،[5]   رباتيک  تا   گرفته  کنترل 

  پاداش  با  بزرگ  حالت  فضای  واقعي،  دنيای  مسائل  از  بسياری   اما.  اندشده 

  اين  برای .  پراکنده   هایپاداش  و   بالا  ابعاد  با  مسائل  مانند  دارند،  تاخيری

  مفيد  صورت   در  حتي   و   نبوده  بهينه   خيلي   ها روش  اين  ابتدايي   ساختار   مسائل،

  تعداد  نيازمند   و  داشته   کندی   بسيار  يادگيری  فرآيند  ها،الگوريتم  اين  بودن

 . باشندمي زماني گام زيادی

 و   دارند  سروکار  بالا  ابعاد  با  که  تقويتي  يادگيری  مسائل  با  کار  برای

  يادگيری  مانند  زيادی  هایحلراه   آنها،  در  يادگيری  فرايند  تسريع  برای

.  شدند ارائه [ 8]   شايستگي  آثار مكانيزم  و [ 7] (HRL)  مراتبيسلسله تقويتي

 تقويتي   يادگيری  در  که  است  هاييمكانيزم  ترينرايج  از  يكي  شايستگي  آثار

  ایملاحظه  قابل  شكل  به  تواندمي  مكانيزم  اين  از  استفاده .  شودمي  استفاده 

  روش  يک  سرعت،  اين  به  رسيدن  برای.  دهد  افزايش  را  يادگيری  سرعت

TD  را  آن  که  شودمي  ترکيب  شايستگي   آثار  با  ایپايه  TD(λ)   [8  ]نامندمي  .

  و  TD  يادگيری  هایالگوريتم  بين  پلي  ايجاد  موجب  هاروش  اين  ترکيب

.  کندمي  فراهم  را  روش  دو  هر  قدرت  از  بردن  بهره   امكان  و  شده   کارلو مونته

  واقع،  در.  شود  گرفته  گام  چند  از   پس  پشتيبان  که  کندمي  کنترل   λ  پارامتر

  کارلومونته  و   TD  بين   تعادل  یکننده   تعيين   شايستگي،  آثار  برای   λ  مقدار

 .  باشدمي

  يادگيری  ظهور  است،  شده   مشاهده   اخير  های   سال   در  که  چيزی  اما

  يادگيری  و  تابع  گرتخمين  قدرتمند   هایويژگي  به  وابسته  که   بوده   عميق

  اين  با   برخورد  برای  جديد   ابزاری  و  بوده   عميق   عصبي  های شبكه  ويژگي

  از  بسياری   در  بسزايي  تاثير  عميق،  يادگيری  ظهور .  آوردمي  فراهم   مسائل

  مانند   کارهايي   در   را   هاآن  و   داشته   ماشين   يادگيری   مختلف  هایبخش

  طور  به  مختلف  های-زبان  ترجمه  و  گفتار   درک  اشياء،  تشخيص

  به  توانند  مي  عميق   عصبي   هایشبكه[.  9]   است  بخشيده   بهبود   گيریچشم 

  تصوير،  مانند)  بالا  ابعاد  با   های-داده  از  بعد   کم   ويژگي  يک  خودکار  طور 

 کردن  القا  با.  است  عميق  يادگيری  ويژگي  مهمترين  که   بيابند(  متن  و  صدا

  سلسله  ويژگي  که  هايي شبكه  مخصوصا  عصبي،  شبكه  ساختار  درون  باياس

  با  برخورد  در  موثری   پيشرفت   ماشين،  يادگيری   متخصصان  دارند،   مراتبي

  از   استفاده   با  مشابه   طور   به  نيز   عميق  يادگيری[.  10]  داشتند   بالا  ابعاد  مشكل

  ايجاد  و  آن  پيشرفت  در  تسريع  موجب   ،RL  داخل  در  خود  هایالگوريتم

 . است شده ( DRL) عميق  تقويتي  يادگيری جديد حوزه 

  معرفي   موجب  تقويتي،  يادگيری  و  عميق  يادگيری  روی  اخير  تحقيقات

  از  ترکيبي   که   شد[  11 ،  12]  (DQN)  عميق  Q  ی شبكه  نام   به   جديد   روشي

)14]  کانولوشنال   عصبي  یشبكه  وQ   [13  ]  يادگيری  هایالگوريتم   که[ 

  های بازی  محيط  در   DQN.  است(  باشدمي  عميق  عصبي   هایشبكه  از   نوعي

  بازيكن  از آن استراتژی ها،بازی  از بسياری  در و شد آزمايش 2600 آتاری

(  فراپارامترها)  شبكه  ساختار  يک  با  بازی  چندين  در  و  کرده   عمل  بهتر  انساني

  دنيای  مسائل  به  روش   اين  اعمال  اما.  کرد  پيدا   دست  کارايي  ترين عالي  به

  زيادی   تعداد  اجرای  چراکه.  است  برانگيز  چالش  بسيار  رباتيک،  مانند  واقعي

  و  کرده   مصرف  زيادی  منابع  نمونه،  آوریجمع  برای  يادگيری  های قسمت

  ترکيبات  به  نياز  علت،  همين   به.  است  ممكن  غير  حتي  موارد  بسياری  در

  را  مشكل   اين  تا   بود   عميق  عصبي  هایشبكه  و   تقويتي  يادگيری  از  ديگری

 . کنند حل

  ، (گامتک)  ساده   Q  يادگيری  الگوريتم  هایتعميم  مهمترين  از  يكي

[.  15  ،3]  است   TD(λ)  و   Q  يادگيری  از  ترکيبي   که  باشد مي  Q(λ)  يادگيری

  ابتدايي   Q  يادگيری   از  بهتر   بسيار  ها، فعاليت  از  تعدادی   در  الگوريتم   اين

  آن کارايي شايستگي، آثار مكانيزم که است آن علت[. 8 ،1]  کندمي عمل

  هایعمل و شده  مشاهده  هایحالت تعاملات، تاريخچه گرفتن نظر در با را

 . کندمي تقويت شده، انجام 

  کار  شايستگي   آثار  مكانيزم از  استفاده  یايده   همين  روی  مقاله،  اين  در

  از  استفاده   با  روش   اين.  Q(λ)  يادگيری   الگوريتم  خصوص  به   شود،مي

  ساختار  به  ،(DQN  همانند)  تابع  گر تخمين  عنوان  به عميق  عصبي  هایشبكه

  تخمين   برای   عميق،  عصبي   یشبكه  اين .  شودمي  داده  توسعه  تریجامع

  که  الگوريتمي .  يابد  افزايش   يادگيری  سرعت  تا   شود مي  استفاده   Q  مقادير

  مورد   ،2600  آتاری   هایبازی  از   تعدادی  در  شد   خواهد  ارائه  نهايت  در

 . گيردمي قرار ارزيابي

  تقويتي   يادگيری  فني  زمينهپيش  و  مسئله  ساختار  معرفي  به  مقاله  ادامه  در

  معرفي   پيشنهادی  الگوريتم  سپس،.  شد  خواهد  پرداخته  عميق  Q  يادگيری  و

  خواهد  داده  نشان  آن  از  پس .  شد  خواهد   داده  شرح   آن  عملكرد  نحوه   و   شده

  بهتر  DQN  از   2600  آتاری  هایبازی  از  تعدادی  در  شده   ارائه  روش  که  شد

  انجام   نهايي   گيری نتيجه  نيز   آمده  دست  به   نتايج  اساس   بر.  کندمي  عمل

 .شودمي

 پیش زمینه -2

 يک   بهينه  ارزش  تابع  يا  بهينه  سياست  تخمين  تقويتي  يادگيری  عامل  هدف

  در.  است  ناشناس  محيط  يک  در(  MDP)  مارکوف  گيری تصميم  فرايند

  محدود  MDP  يک  مسئله  عمل،  و   حالت  فضای  بودن  محدود  صورت

  محيط  که  مشابه   کارهای  از  بسياری  همانند   نيز  اينجا   در  و   شودمي  خوانده 

  مورد  محدود  MDP  يک  در  مسئله  شود،مي  فرض  محدود  MDP  يک

 .  گيردمي قرار بررسي

  شود،مي  مدل    مارکوف  گيریتصميم  فرايند  يک  شكل  به  که  یRL  مسئله

  حسگرهای   توسط  محيط  با يادگيرنده   عامل:  شودمي  تعريف صورت  اين  به

.  کندمي  دريافت   پاداش   و  مشاهدات  عمل،   انجام  با  و  داشته  تعامل   خود

  شود،  مشاهده  خاتمه   شرط  يک  يا  برسد   پاياني  حالت   به  که  زماني  تا   تعاملات
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  که   است(  S,A,γ,T,R)  تاييپنج  يک  MDP  يک.  داشت  خواهد   ادامه

 : بود خواهند زير  شرح به آن پارامترهای

• S حالت  فضای  در حالات از  ایمجموعه 

• A عمل  فضای  در هاعمل از  ایمجموعه 

• 0 ≤ γ ≤ 1 نزول نرخ 

• T   که  صورت   اين  به )  گذار   تابع  T(s,a,s’)   بيانگر  

  a  عمل  انجام  با   s  حالت  از’  s  حالت  به  رسيدن  احتمال 

 (است

• R   پاداش  تابع  (R(s,a)  انتظار  مورد   پاداش  مجموع  بيانگر  

 (است t زمان در  s حالت  در a عمل انجام با

  انتخاب  احتمال   که  است  π  بهينه  سياست  يادگيری  يادگيرنده،  عامل  هدف

  پاداش   مجموعه  آن،  کردن  دنبال  با   و   کرده  تعيين   را   s  حالت   در  را   a  عمل

  پاداش  رياضي   اميد .  شودمي  بيشينه  زمان  طول   در   شده   دريافت   نزولي

  است، آمده زير در  که 1 معادله  شكل   به ،t زمان  در ،R_t  نزولي  بازگشتي

 .شودمي تعريف

𝑅𝑡 = 𝐸{𝑟𝑡 , 𝛾𝑟𝑡+1, 𝛾2𝑟𝑡+2 + ⋯ } = 𝐸[∑ 𝛾𝑘𝑟𝑡+𝑘

∞

𝑘=0
] (1) 

.]𝐸که در آن   𝑟𝑡اميد رياضي با توجه به توزيع پاداش بوده و    [  𝜖 𝑅    پاداش

گام   در  شده  دريافت  اميد    𝑡اسكالر  و  گذار  تابع  داشتن  نظر  در  با  است. 

لحظه پاداش  نزولي  کردن رياضي  معين  برای  ضروری  عناصری  که  ای، 

,𝑄𝜋(𝑠ارزش  -محدود هستند، تابع عمل MDPديناميک يک  𝑎)  به اين

 شود. ( تعريف مي2صورت )معادله  

𝑄𝜋(𝑠, 𝑎) =  𝐸𝜋[𝑅𝑡| 𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] = 

 𝐸𝜋 [∑ 𝛾𝑘𝑟𝑡+𝑘

∞

𝑘=0
| 𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] 

(2) 

ارزش ,𝑄𝜋(𝑠عمل  -تابع  𝑎)    قابل پاداش  رياضي  اميد  عامل،  يک  برای 

، و سپس دنبال کردن  𝑎  ،𝑎 𝜖 𝐴، و اجرای عمل  𝑠  ،𝑠 𝜖 𝑆دريافت از حالت  

-ها يا توزيع روی عملها به عملنگاشتي از حالت  𝜋است، که  𝜋سياست 

به   معادله  هاست.  بازگشتي  ويژگي  مي2خاطر  معادله  ،  شكل  به    3تواند 

 بازنويسي شود: 

𝑄𝑖+1
𝜋 (𝑠, 𝑎) =  𝐸𝜋 [𝑟𝑡 +  𝛾 ∑ 𝛾𝑘𝑟𝑡+𝑘+1

∞

𝑘=0
| 𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] 

= 𝐸𝜋[𝑟𝑡 +  𝛾𝑄𝑖
𝜋(𝑠𝑡+1 = 𝑠′, 𝑎𝑡+1 = 𝑎′)|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] 

(3)  

-ام استفاده مي𝑖که به عنوان قانون بروز رساني تخمين تابع ارزش در تكرار  

 شود.

,𝑄𝜋(𝑠، سياستي است که  ∗𝜋سياست بهينه   𝑎)  ی  کند و نتيجهرا بيشينه مي

,𝑄∗(𝑠آن تابع ارزش بهينه   𝑎)    خواهد بود. معادله بروز رساني تكراری برای

 شود:تعريف مي 4تخمين تابع ارزش بهينه به شكل معادله 

𝑄𝑖+1(𝑠, 𝑎) = 𝐸𝜋[𝑟𝑡 +  𝛾𝑚𝑎𝑥𝑎′𝑄𝑖(𝑠′, 𝑎′)|𝑠, 𝑎] (4) 

,𝑠واضح است که  𝑠’ 𝜖 𝑆   و𝑎, 𝑎’ 𝜖 𝐴  باشند. اين تكرار در صورتي که  مي

𝐼 → بهينه    ∞ ارزش  تابع  ارزش    ∗𝑄به  تكرار  الگوريتم  و  شده  همگرا 

 شود. خوانده مي

[ موقتي  تفاضل  يادگيری  معروف  شكل  تخمين  8يک  برای   ]𝑄𝜋   يک

يادگيری   الگوريتم  شده،  داده  ]  Qسياست  واتكينس  توسط  که  [  3است 

ها در دنيای واقعي، فضاهای حالت و عمل  معرفي شد. در بسياری از فعاليت

مقادير   کل  برای  جدول  يک  از  استفاده  و  بوده  بزرگ  ,𝑄(𝑠بسيار  𝑎) 

شود  ناکارآمد است. برای حل اين مشكل از تكنيک تخمين تابع استفاده مي

مي تخمين  را  ارزش  تابع  ] که  شكل  16زند  به  ارزش  تابع  بنابراين   .]

𝑄(𝑠, 𝑎;  𝑤)  تر  با بردار پارام𝑤  شود. معمولا روشپارامتری سازی مي-

برای کمينه کردن  با تلاش  پارامترها  يادگيری  برای  نزولي،  های گراديان 

 𝑄آمده است، در مقادير   5تابع زيان خطای ميانگين مربعات که در معادله  

 شوند: استفاده مي

𝐿(𝑤) = 𝐸[(𝑟 +  𝛾𝑚𝑎𝑥𝑎′𝑄(𝑠′, 𝑎′; 𝑤) − 𝑄(𝑠, 𝑎; 𝑤))2] (5)  

𝑟 که   +  𝛾𝑚𝑎𝑥𝑎′𝑄(𝑠′, 𝑎′; 𝑤)  مي هدف  برای مقدار  معمولا  باشد. 

شود.  سازی تابع زيان بالا از روش گراديان نزولي تصادفي استفاده ميبهينه

، بروز  6، پارامترها به شكل معادله  Qبه همين خاطر در الگوريتم يادگيری  

 شوند: رساني مي

𝑤𝑖 =  𝑤𝑖−1 +  𝛼(𝑦𝑖 − 𝑄(𝑠, 𝑎;  𝑤𝑖))
𝜕𝑄(𝑠, 𝑎; 𝑤𝑖)

𝜕𝑤𝑖

 (6) 

𝑦𝑖مشخص است که   = 𝑟 +  𝛾𝑚𝑎𝑥𝑎′𝑄(𝑠′, 𝑎′; 𝑤𝑖−1)    مقدار هدف

 نرخ يادگيری اسكالر است. 𝛼بوده و   𝑖برای تكرار  

روش  تقويتي،  يادگيری  در  يادگيری  فرآيند  سرعت  افزايش  های  برای 

TD(λ)    يادگيری(TD  [ )با الگوريتم يادگيری  8با مكانيزم آثار شايستگي ]

Q  مي نتيجهترکيب  که  يادگيری  شود  آن  آثار    Q(λ)ی  بود.  خواهد 

تاريخچه از مجموعهشايستگي، يک  مانند حالتی موقت  های  ی گذارها 

ساخت    TD(λ)گيرد. در  مشاهده شده و اعمال انتخاب شده را در نظر مي

مشخص   مقدار  از  پس  و  نشده  انجام  گام  هر  از  پس  تهيه    nپشتيبان  گام 

,𝜆 𝜖 [0توسط پارامتر    nشود. مقدار  مي شود )برای مثال در  کنترل مي  [1

TD(0)  انجام مي گام  از هر  بعد  پشتيبان  اثر شايستگي، تهيه  مقدار  شود(. 

يادگيری عمل-برای هر جفت حالت فرآيند  در  ا-عمل  بر  ارزش، پس  ز 

حالت جفت  با  برخورد  -خورد  صورت  در  و  شده  بزرگتر  مربوطه  عمل 

گر تابع برای تخمين  شود. هنگامي که از تخميننداشتن با آن کوچكتر مي

شود، يک اثر برای هر جزء بردار  استفاده مي  Qبه جای جدول    Qمقادير  

ه  شود و برای يک حالت، تنها يک اثر نيست کدر نظر گرفته مي 𝑤پارامتر 

مي مربوط  آن  بنابراين  به  معادله    𝑤بردار    TD(λ)شود.  صورت  به  ،  7را 

 کند: بروزرساني مي

𝑤𝑖 =  𝑤𝑖−1 +  𝛼𝛿𝑖𝑒𝑖 (7) 
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آن   در  𝛿𝑖که  =  𝑦𝑖 −  𝑄(𝑠, 𝑎; 𝑤𝑖)    خطایTD  و                         بوده 

𝑒𝑖 =  𝛾𝜆𝑒𝑖−1 + 
𝜕𝑄(𝑠,𝑎; 𝑤𝑖)

𝜕𝑤𝑖
باشد. بايد توجه  مقدار اثر شايستگي آن مي  

که   در صورتي  که  = 𝜆داشت  رساني    0  بروز  بروز    TD(λ)باشد،  به 

 شود. تبديل مي TD(0)رساني 

وجود دارند   Qدو رويكرد اصلي در ترکيب آثار شايستگي، با يادگيری  

آن تفاوت  حريصانه( که  )غير  اعمال  در  اکتشاف  بحث  با  برخورد  در  ها 

کند هرجا که عملي غير  [ است که بيان مي3واتكينس ]  Q(λ)است: نخست  

يابد )يادگيری، حريصانه انجام شود، مقدار اثر شايستگي به صفر تغيير مي

پنگ    Q(λ)شود(، و دوم  پس از هر انتخاب عمل غير حريصانه، متوقف مي

 شود. تفاوتي بين اعمال حريصانه و غير حريصانه قايل نمي[ است که 15]

يادگيری  شبكه ]  Qی  مجرد  12،  11عميق  ويژگي  ساخت  مزايای  از   ]

 DQNمند است. الگوريتم  يادگيری عميق، در يادگيری سياست بهينه بهره 

تخمينيک شبكه عنوان  به  عميق  و  ی عصبي  داده  در خود جای  تابع  گر 

شده  داده  حالت  يک  ميبرای  خروجي  را  آن  عمل  ارزش  مقدار  دهد.  ، 

الگوريتم از  الگوريتم  استفاده  مثل  مدل،  بدون  تقويتي  يادگيری  های 

گر تابع غير خطي، ناپايدار بوده و ممكن است  با يک تخمين  Qيادگيری  

[ شود. دلايلي که باعث بوجود آمدن اين مشكلات  17موجب واگرايي ]

 باشند:  شوند به اين قرار ميمي

هم  حالت (1 به  عميق  تقويتي  يادگيری  مسائل  در  متوالي  های 

 مرتبط هستند.  

همواره    Qسياست عامل به علت تغييرات کوچک در مقادير   (2

 در حال تغيير است. 

 DQN  راه اين مشكلات،  با  مقابله  ارائه ميحلبرای  باعث  هايي  که  دهد 

برامي يابد.  ی مشكل  شوند کارايي الگوريتم به طرز قابل توجهي افزايش 

مرتبط،  حالت ]  DQNهای  تجربه  تكرار  مي18از  استفاده  اين  [  در  کند. 

s𝑡)تجربه عامل    DQNروش، در هر گام زماني،   , a𝑡, r𝑡, s𝑡+1)   را در يک

به ترتيب حالت، عمل    r𝑡 و    s𝑡  ،a𝑡کند که در آن  پايگاه داده ذخيره مي

حالت در گام بعدی    s𝑡+1باشند و  انتخاب شده و پاداش دريافت شده مي

های  در زمان يادگيری از بروزرساني  DQNاست. برای بروزرساني شبكه،  

کند که به طور تصادفي يكنواخت، از حافظه  ای تصادفي استفاده ميدسته

شوند. اين کار  برداری ميتكرار تجارب )گذارهای قبلا مشاهده شده( نمونه

نمونه  بين  قوی  ارتباط  تاثير  کاهش  ميموجب  متوالي  مشكل  های  شود. 

ی شبكه  شود. شبكه به وسيلههدف حل مي Qی ناپايداری سياست با شبكه

Q    هدف برای به دست آوردن اهداف يادگيریQ  بيند  مناسب، آموزش مي

هدف،    Qدر يادگيری    استفاده شده  −𝑤به اين صورت که پارامترهای وزن  

های شبكه  گام با پارامتر  Nای در هر  ثابت نگه داشته شده و به صورت دوره 

مي  𝑤اصلي   مقادير هدف  بروزرساني  معادله    DQNشوند.    8به صورت 

 شوند: نمايش داده مي

𝑦𝑖 = 𝑟 +  𝛾𝑚𝑎𝑥𝑎′𝑄(𝑠′, 𝑎′; 𝑤𝑖−1
− ) (8) 

 
1 Overestimation 
2 Double Deep Q Network 

 پارامتر شبكه هدف است.  ،−𝑤که در آن 

 کارهای مرتبط -3

پايداری  ، تلاش DQNاز زمان ارائه   های بسياری جهت تقويت سرعت و 

توان  های ارائه شده برای بهبود اين الگوريتم، ميآن انجام شد. از بين روش

يادگيری   اولويت، شبكه  Qمواردی همچون  با  های  دوگانه، تكرار تجربه 

هدف از  يادگيری  يادگيری  رقابتي،  چندگام،  و    Qهای   DQNتوزيعي 

 نويزی و ... را برشمرد. 

با  مرسوم، به علت وجود گام بيشينه سازی در معادله  Qيادگيری   ی خود 

بيش باياس  مي  1برآورد يک  که  يادگيری  روبروست  فرايند  برای  تواند 

[ نشان  19و همكاران ]  Hasseltمشكل ايجاد کند. در مقاله ارائه شده توسط  

يادگيری   الگوريتم  ايده  قالب    Qداده شده است که  ابتدا در  دوگانه، که 

مي شد،  ارائه  تخمينجدولي  به  که  تواند  يابد  تعميم  دلخواه  تابع  گرهای 

مي نيز  عميق  عصبي  شبكه  الگوريتمي    شود.شامل  ايده،  اين  از  استفاده  با 

نام   به  تخمين   2دوگانه   DQNجديد  تنها  نه  که  شد  دقيقتری  ساخته  های 

کند، بلكه امتيازات بالاتری نيز در چندين بازی به دست آورد.  محاسبه مي

[، اين باياس را با جداسازی انتخاب يک عمل از  19]  دوگانه  Qيادگيری  

مي بين  از  آن  ميبرد.  ارزيابي  که  شد  داده  نشان  تغيير  بيشاين  -تواند 

وجود داشتند، کاهش داده و در    DQNآوری را که در  برآوردهای زيان

 نتيجه کارايي را افزايش دهد. 

توسط   شده  ارائه  مقاله  ]  Schaulدر  همكاران  ايده  20و  اين  بررسي  به   ]

تجربه چه  تكرار  اينكه  بندی  اولويت  که  است  شده  به  پرداخته  نسبت  ای 

شود. ايده  تر و موثرتر شدن تكرار تجربه ميكرار يكنواخت، موجب بهينهت

تواند از برخي گذارها نسبت به  بهتر مي  RLکليدی اين بود که يک عامل  

عامل تجربه،  تكرار  دهد.  انجام  يادگيری  گذارها  يادگيرنده  ديگر  های 

ترتيبي که روی دادند، آزاد ميآنلاين را از پردازش تجربه  ند. اما  کها به 

ها را با همان نرخي  ها را از اينكه تجربه [، عامل 20] 3تكرار تجربه با اولويت 

 بخشد.  که روی دادند، ببينند، رهايي مي

دقيق طور  تجربهبه  که  شد  ارائه  ايده  اين  که  تر،  شوند  تكرار  بيشتر  هايي 

شود،  شان محاسبه ميTDپيشرفت يادگيری آنها، که توسط اندازه خطای  

که با آخرين خطای    tpها با احتمال  باشد. برای انجام اين کار، تجربه   بيشتر

شوند. البته بايد توجه شود  مشاهده شده نسبت دارند، انتخاب مي TDمطلق  

که گذارهای تصادفي نيز امكان دارد که ترجيح داده شوند، حتي اگر چيز 

نهايت به دست آمد،  زيادی برای يادگيری نداشته باشند. الگوريتمي که در  

، يادگيری  2600های آتاری  پذير بوده و نشان داده شد که در بازیمقياس

 سريعتری انجام داده و کارايي بهتری دارد. 

[ ارائه شده است، تلاش شده  21]  و همكاران  Wangدر کاری که توسط  

شبكه از  استفاده  بجای  شبكهاست  مانند  استاندارد  عصبي  های  های 

پ -های طولاني کوتاه ، حافظه(MLPهای چندلايه )رسپترونکانولوشنال، 

)م در    (LSTMدت  اتوانكودرها  طراحي  RLو  در  تكميلي  رويكردی   ،

3 Prioritized Experience replay 
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برای  شبكه که  شود  گرفته  پيش  در  مناسب  RLای  مدل،  باشد.  بدون  تر 

رقابتي  معماری  که  شده  ارائه  شبكه  ارزش    1معماری  نمايش  شد،  ناميده 

کند. اين معماری از دو جريان که  [ جدا مي23،  22حالت را از مزيت عمل ]

مي تشكيل  هستند،  مزيت  و  ارزش  توابع  ماژول  نماينده  يک  که  شود 

مي اشتراک  به  را  کانولوشنال  ويژگي  با  يادگيری  دو جريان  اين  گذارند. 

 Qعمل  -شوند تا تخميني از تابع حالتيک لايه تجميع خاص ترکيب مي

 توليد کنند.  

ای انجام شد که  [ مطالعه24و همكاران ] Hesselتوسط  در مقاله ارائه شده 

مي الگوريتم  سعي  روز روی  آن  به  تا  که  بهبودهايي  تمام  ترکيب  با  کرد 

DQN   از  داده پيدا کند.  بيشتر دست  قدرت  پايدارتر و  به عاملي  بود  شده 

گيرند و روی  های مختلفي انجام ميآنجايي که اين بهبودها روی قسمت

شوند، نشان داده شد که اين امكان وجود دارد که  ده مييک چهارچوب پيا

بتوانند با هم ترکيب شوند. در نهايت، الگوريتم مرکب به دست آمده که  

خوانده شد، بهترين نتايج را هم از نظر بهينگي استفاده از داده    2کمان رنگين

 در بر داشت. 2600و هم کارايي، در محيط آتاری  

نرخ    DQNيكي از فراپارامترهايي که در چهارچوب   از آن استفاده شد، 

است که بيانگر تعداد دفعاتي است که عمل انتخاب شده توسط    3پرش فريم

پايين باشد، نرخ انتخاب عمل عامل   عامل، بايد تكرار شود. اگر اين نرخ 

ضای  هايي است که نسبت به زمان و ف ی آن سياست شود، که نتيجهبيشتر مي

هايي که با نرخ پرش فريم بالا کنند. سياستحالت با نوسان بالايي تغيير مي

دنبالهآموزش ديده  ی  ی عمل کمتری خواهند داشت که نشان دهنده اند، 

فراالعمل عكس پايين  -های  فريم  پرش  با  مقايسه  از    DQNانساني در  )که 

 کند( است. استفاده مي 4نرخ پرش 

توسط شده  ارائه  مقاله  همكاران  Braylan  در  که  25]  و  شد  داده  نشان   ]

توانند به نسبت تعداد  کنند، ميهای فريم بالا کار ميهايي که با پرشعامل

يادگيری  قسمت ندارند،  فريمي  پرش  هيچ  که  آنهايي  از  آموزشي،  های 

سريعتری داشته باشند. همچنين به طور تجربي نشان دادند که پارامتر پرش  

است.    2600در تعيين کارايي عاملشان در حوزه آتاری  فريم، فاکتوری مهم  

برای پرش فريم در بازی    180برای مثال نشان داده شد که استفاده از نرخ  

 سيكوئست بهترين نتيجه را به دست خواهد آورد.

توسط   ارائه شده  مقاله  اولين  26]  و همكاران  Lakshminarayananدر   ]

با بررسي يک مدل   گام در جهت تجريدهای زماني در فضای سياست، 

شود، برداشته شده  سازی ميپياده  DQNپرش فريم پويا که روی معماری 

( خوانده شد،  DFDQNبا پرش فريم پويا )  DQNاست. در اين مدل که  

بين عمل عامل مي ر  توانند دو مقداهای ماکرو که ميتواند برای بازی از 

متفاوت )اما ثابت( نرخ پرش فريم که در هر حالت بازی موجود هستند،  

های ياد گرفته شده  برای بازی انتخاب کند. آنها نشان دادند که سياست

آموخته شدند    DQNهايي، نسبت به آنهايي که توسط  توسط همچين مدل 

باشند. نتايج آزمايشات تجربي آنها به  )با نرخ فريم ثابت(، تاثيرگذارتر مي

 
1 Dueling network architecture 
2 Rainbow 

اين حقيقت رسيد که تكرار عمل به صورت پويا، راهي مهم برای توسعه  

 های هوش مصنوعي است.های عامل قابليت

 روش پیشنهادی -4

برای ترکيب با يادگيری    مانند پنگ  Q(λ)با وجود انواع مختلف يادگيری  

گيريم. اين نوع  را در نظر مي عميق، ما در اينجا يک نوع ساده از واتكينس

شبيه   عمل  Q(λ)ساده،  در  شايستگي  اثر  اما  بوده،  غير  واتكينس  های 

قانون بروزرساني برای بردار    TD(λ)شوند. با توجه به  صفر نمي  حريصانه

w   باشد: مي 9در الگوريتم ارائه شده به شكل معادله 

𝑤𝑖 =  𝑤𝑖−1 +  𝛼𝛿𝑡𝐸𝑡 (9) 

 که در آن:

𝐸𝑖 =  𝛾𝜆𝐸𝑖−1 + 
𝜕𝑄(𝑠, 𝑎; 𝑤𝑖)

𝜕𝑤𝑖

 (10) 

 و

𝛿𝑖 = 𝑦𝑖 − 𝑄(𝑠, 𝑎; 𝑤𝑖) (11) 

𝑦𝑖و در آن   = 𝑟 +  𝛾𝑚𝑎𝑥𝑎′𝑄(𝑠′, 𝑎′; 𝑤𝑖−1
− مقدار هدف است    (

 شود. محاسبه مي DQNکه همانند 

معادله   مقايسه  معادله    9با  و  7با  روش  اين  بين  کليدی  تفاوت   ،DQN 

با استفاده از شبكهمشخص مي های  ی هدف و وزنشود. اين دو رويكرد 

𝑤𝑖−1
ی هدف به طور  در محاسبه مقدار هدف با هم شباهت دارند. شبكه  −

پايهدوره  بر  شبكه ای  ميی  بروزرساني  اصلي  از  ی  جلوگيری  برای  شود. 

 [. 12شود ] رايي در پارامترها، مكانيزم تكرار تجربه اعمال ميواگ

Algorithm. Deep Q Network with Eligibility Traces 

1:    initialize 𝒘 with random values 

2:    initialize replay memory 𝑴 with capacity N 

3:    for each episode repeat: 

4:          initialize 𝑬 = 𝟎 

5:          initialize 𝒔 

6:          for each step in episode repeat: 

7:                choose action 𝒂 according to 𝝐-greedy policy 

8:  take action 𝒂, observe reward 𝒓 and next state 𝒔’ 
9:  store transition (𝐬, 𝐚, 𝐫, 𝐬’)  in 𝑴 

10:              𝒔 ←  𝒔’ 
11:              𝒃 ← sample a sequence of transitions from replay 

                   memory, 𝑴 

12:  if 𝒔𝒃 (as the last state in the sequence) == terminal: 

13:                    𝒚 ←  𝟎 

14:  else: 

15:        𝒚 ←  𝒎𝒂𝒙𝒂𝑸(𝒔𝒃, 𝒂; 𝒘−) 

16:  for each transition (𝒔𝒋, 𝒂𝒋, 𝒓𝒋, 𝒔′𝒋) in reverse(b) 

                   repeat: 

17:        𝒚 ← 𝒓𝒋 +  𝜸𝒚  

18:        𝑬 ←  𝜸𝝀𝑬 + 
𝝏𝑸(𝒔𝒋,𝒂𝒋;𝒘)

𝝏𝒘
 

19:        𝜹 ← 𝒚 − 𝑸(𝒔𝒋, 𝒂𝒋; 𝒘) 

20:        𝒘 ← 𝒘 +  𝜶𝜹𝑬 

21         until 𝒔 is terminal 

 : شبه کد الگوريتم ارائه شده1شكل 

3 Frame skipping 
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کند که در آن  خلاصه مي  1شكل  شبه کد الگوريتم روش ارائه شده در  

پارامتر    𝑒بردار   بردار  جزء  هر  برای  اثر  بردار  آثار    𝑤شامل  به  مربوط 

= λشود. برای  شايستگي مي  عمل خواهد کرد.   DQNالگوريتم مشابه    0 

 

 پياده سازی -4-1
فريم با  پيكسلي در    160*    210های خام آتاری که تصاوير  کار مستقيما 

ای، بسيار سنگين خواهند  باشند، از لحاظ محاسباتي و حافظهرنگ مي 128

گيرد تا ابعاد ورودی  پردازش ساده انجام ميبود، به همين دليل، يک پيش

بهتر کار کند. برای اين کار،    2600ساز آتاری  کاهش يافته و برنامه با شبيه

ابتدا از قالب    هایفريم به سياه و سفيد تبديل شده و سپس به    RGBخام 

مينمونه  84*    110ابعاد   کاهشي  با  برداری  ورودی  نهايت  در  شوند. 

از تصوير که با تقريب خوبي ناحيه بازی را    84*    84استخراج يک ناحيه  

سازی  آيد. برش نهايي انجام شده به علت پياده شود، به دست ميشامل مي

 بوده که نياز به ورودی مربعي دارد.  GPUبرای   2Dن کانولوش

های عصبي وجود دارد.  در شبكه  Qهای مختلفي برای پارامترسازی  روش

تخمين زده شده آنها    Qعمل را به مقادير  -جفت تاريخچه  Qاز آنجايي که  

کند، رويكردهای گذشته، تاريخچه و عمل را به عنوان ورودی  نگاشت مي

[. اشكال اصلي اين نوع معماری، نياز  28،  27اند ]استفاده کرده شبكه عصبي  

مقدار   محاسبه  برای  که  برای هر عمل مي  Qبه يک گذر جداگانه  باشد، 

-ها به صورت خطي رشد ميای را نتيجه خواهد داد که با تعداد عملهزينه

کنيم که در آن برای هر عمل  کند. به جای اين کار از معماری استفاده مي

كن، يک واحد خروجي جداگانه خواهد داشت و حالت تنها ورودی  مم

بيني شده برای  پيش  Qها، مرتبط با مقادير  شبكه عصبي خواهد بود. خروجي

هر عمل در حالت ورودی خواهند بود. مزيت اصلي اين معماری، قابليت  

های ممكن در حالت ورودی داده شده،  برای تمام عمل   Qمحاسبه مقادير  

 باشد. ک گذر در شبكه ميتنها با ي

شود، شامل  ها استفاده ميورودی شبكه عصبي که برای آزمايش در بازی

باشد.  پردازش توليد شده، ميکه در مرحله پيش  4*    84*    84يک تصوير  

بوده که تصوير ورودی را   4 1با گام   8*  8فيلتر   32اولين لايه مخفي شامل 

کند.  يكسوساز را به آن اعمال ميسازی غيرخطي  دريافت کرده و تابع فعال 

تشكيل شده است که مانند لايه    2با گام    4*    4فيلتر    64لايه مخفي دوم از  

فعال  تابع  يک  داشت.  قبل،  خواهد  دنبال  به  را  يكسوساز  غيرخطي  سازی 

شود که از يک  را شامل مي  1با گام    3*    3فيلتر    64سومين لايه مخفي،  

پاياني که  يكسوکننده به عنوان تابع فعال  ساز بهره خواهد برد. لايه مخفي 

شود. لايه خروجي،  واحد يكسوساز تشكيل مي  512کاملا متصل است، از  

يک لايه کاملا متصل خطي است که يک يک خروجي برای هر عمل، که  

 باشد، به همراه خواهد داشت. های مختلف متغير ميبرای بازی  18تا   4بين 

سيستمپياده  مانند  سازی  بزرگي  مقاله  DQNهای  اينكه  علت  به  معمولا   ،

افزار اشاره  حل مهندسي نرماصلي، به جزئيات مهم تنظيمات پارامترها و راه 

 
1 Stride 
2 Lives 

[ نيز، برخي جزئيات مهم  12]    DQNکنند، دشوار خواهند بود. در مقاله  نمي

بيان نشده  به طور واضح و مشخص  الگوريتم،  پايين  به  سطح  برای  اند که 

-دن اين جزئيات کليدی، نياز به بررسي کد اصلي منتشر شده ميدست آور

 [. 29باشد]

پايين  30تا    0هر قسمت، با تعدادی تصادفي )بين    no-op( از عمل سطح 

های عامل که در چهار فريم تكرار شود )بر خلاف عملآتاری شروع مي

فريممي بين  تعادلي  تا  ميشوند(  عامل  که  چراهايي  شود،  برقرار  که  بينيد 

فريمي    mعامل هر چهار فريم آتاری را خواهد ديد. به طور مشابه، تاريخچه  

به عنوان ورودی   فريمي است که    mشود، آخرين  استفاده مي  CNNکه 

نه آخرين  عامل مي از هر گام گراديان    mبيند  قبل  فريم آتاری. همچنين 

ت  شود تا با به دسگام اجرا مي  50000نزولي، يک سياست تصادفي برای  

 برازش روی تجارب اوليه جلوگيری شود. آوردن تجاربي کافي، از بيش

پارامتر ديگری که بايد مورد توجه قرار بگيرد، فرکانس بروزرساني شبكه  

به جای اينكه گراديان نزولي را در هر گام    DQNسازی اصلي  است، پياده 

ام  است انجام دهد، هر چهار گمحيط، همانطور که در الگوريتم بيان شده 

مي انجام  را  بروزرساني  بسيار  اين  را  آموزش  تنها سرعت  نه  کار  اين  داد. 

-های يادگيری روی شبكه بسيار هزينهدهد )به علت اينكه گامافزايش مي

شود حافظه تجارب،  برتر از گذرهای رو به جلو هستند(، بلكه موجب مي

چهار    های سياست فعلي شباهت داشته باشد )چراکه بيشتر به توزيع حالت

شوند(  های يادگيری به جای يكي، به حافظه اضافه ميفريم جديد بين گام

 برازش شبكه جلوگيری کند. و ممكن است از بيش 

برای بازيكن وجود   2ای به نام فرصت های آتاری، مولفهدر بسياری از بازی

تواند، بدون پايان يافتن  دارد که بيانگر تعداد دفعاتي است که بازيكن مي

]بازی کارايي،  افزايش  برای  بخورد.  شكست  دادن  12،  دست  از  اين   ]

در طول آموزش در نظر گرفت    MDPها را به عنوان حالت پاياني  فرصت

که برای رسيدن به کارايي آنها لازم است، اما جزئيات آن در مقاله شرح  

های اوليه و  داده نشد. اين اطلاعات به ما کمک کرد تا از مزايای آموزش 

 تر، کارايي کلي را افزايش دهيم. های پيچيده بهره برده و در بازی پايداری

کند که پاداش بيشتری  ، برای عامل مشخص ميMDPحالت پاياني در يک  

گردانند  های آتاری پاداش مثبت برميقابل دريافت نيست. تقريبا تمام بازی 

دهد که از دست دادن يک فرصت بايد به  و اين دانش به عامل اطلاع مي

هر قيمتي اجتناب شود. دادن اين اطلاعات اضافي به عامل منطقي به نظر  

رسد چراکه بسياری از بازيكنان انساني از بد بودن از دست دادن فرصت  مي

 در همان ابتدای بازی کردن، اطلاع دارند. 

اما به هر حال، چند مسئله تئوری در اجبار اين محدوديت وجود دارند. اولين  

نبو  مارکوفي  به  آن،  حالت  اوليه  توزيع  وابستگي  خاطر  به  فرايند  اين  دن 

، خوب  3سياست فعلي است. برای مثال اگر عامل در بازی اسپيس اينويدرز 

عمل کرده و چندين دشمن را قبل از کشته شدن، از بين ببرد، حالت ابتدايي  

ابتدايي   به حالت  بسيار کمتری نسبت  بعدی، دشمنان  فرصت  برای  جديد 

د خواهد  اين  قبلي  که  است  مهمي  اضافي  اطلاعات  بعدی،  مسئله  اشت. 

3 Space invaders 
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مي شبكه  به  دامنه سيگنال  به  را  آن  تعميم  و  سيگنال  دهد  اين  که  هايي 

کند )مانند رباتيک در دنيای  قدرتمند وجود ندارد، بسيار چالش برانگيز مي

 های ويدئويي بدون انتها(.واقعي يا بازی 

يكي از الگوريتمهای استفاده شده در پياده سازی روش پيشنهادی که در  

نيز استفاده شده است، الگوريتم بهينه    DQNپياده سازی الگوريتم اصلي  

سازی  يک الگوريتم بهينه   RMSProp[ است،  30]  RMSPropسازی  

های شبكه عصبي از آن استفاده شده  است که برای بروزرساني تمامي وزن

از مشكلاتي که در استفاده از فراپارامترهای ارائه شده توسط    است. يكي

است که    RMSProp[ وجود دارد، استفاده نكردن آنها از تعريف از  12]

ميکتابخانه ارائه  عميق  يادگيری  مختلف  بهينههای  الگوريتم  سازی  دهند. 

نزولي   شد.  RMSPropگراديان  معرفي  هينتون  جفری  توسط   ،

RMSProp    ميانگين از گراديان برای هر پارامتر نگه ميهينتون، يک-

 شود:نوشته مي  12ارد. قانون بروزرساني برای اين ميانگين به شكل معادله  د

𝑀𝑒𝑎𝑛𝑆𝑞𝑢𝑎𝑟𝑒(𝑤, 𝑡) = 

𝛾𝑀𝑒𝑎𝑛𝑆𝑞𝑢𝑎𝑟𝑒(𝑤, 𝑡 − 1) + (1 − 𝛾)(
𝜕𝐸

𝜕𝑤
(𝑡))2 

(12) 

باشد.  خطا مي  Eفاکتور نزولي و    𝛾، تک پارامتری از شبكه،  wکه در آن  

 شوند: بروزرساني مي 13پارامترها سپس به شكل معادله 

𝑤𝑡 = 𝑤𝑡−1 −
𝛼

√𝑀𝑒𝑎𝑛𝑆𝑞𝑢𝑎𝑟𝑒(𝑤, 𝑡) + 𝜀

𝜕𝐸

𝜕𝑤
(𝑡) (13) 

، ثابتي کوچک برای جلوگيری از تقسيم بر صفر  𝜀، نرخ يادگيری و  𝛼که  

 هستند. 

[ به  12اگرچه   ]RMSProp  مي ارجاع  تغيير  هينتون  يک  با  را  آن  دهد، 

سازی آن که در کد اصلي قابل  کنند. پياده کوچک در الگوريتم استفاده مي

کند  اضافه مي RMSPropمشاهده است، يک فاکتور مومنتوم به الگوريتم 

 شود.بروزرساني مي 14که به صورت معادله 

𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚(𝑤, 𝑡) = 

𝜂𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚(𝑤, 𝑡 − 1) + (1 − 𝜂)
𝜕𝐸

𝜕𝑤
(𝑡) 

(14) 

معادله،   اين  قانون  𝜂در  ترتيب  اين  به  است.  مومنتوم  نزولي  فاکتور   ،

 يابند. تغيير مي 15بروزرساني پارامتر به شكل معادله 

𝑤𝑡 = 

𝑤𝑡−1 −
𝛼

√𝑀𝑒𝑎𝑛𝑆𝑞𝑢𝑎𝑟𝑒(𝑤, 𝑡) − (𝑀𝑒𝑎𝑛𝑆𝑞𝑢𝑎𝑟𝑒(𝑤, 𝑡))2 + 𝜀

𝜕𝐸

𝜕𝑤
(𝑡) 

(15) 

تستسخت که  کارت  افزاری  يک  از  شد،  انجام  آن  روی  نهايي  های 

 تشكيل شده است.   i7و پردازنده اينتل  GTX 1080گرافيک  

است.  [ کمک گرفته شده 31]  1جي4لرنينگسازی، از کتابخانه ديپدر پياده 

-را آسان کرده و بسياری از الگوريتم  MDPاين کتابخانه تعريف ساختار  

-اهم آورده و اجازه ساخت الگوريتمريزی مهم را فرای يادگيری و برنامهه

 دهد.  های جديدتر را نيز مي

 
1 Deeplearning4j 
2 Arcade Learning Environment 

( کودا  انويديا  عميق  عصبي  شبكه  کتابخانه  cuDNNکتابخانه  يک   )

های پرکاربرد اختصاصي انويديا برای گذرهای رو به جلو و عقب در لايه

های گرافيک انويديا  های عصبي است که به طور خاص برای کارتشبكه

 است.  سازی شده بهينه

cuDNN  ديپ کتابخانه  مي4لرنينگ برای  دسترس  در  به  جي  اما  باشد، 

شود. پس از تنظيمات کوچكي در کتابخانه  فرض استفاده نميصورت پيش 

زمينه جبری را به راحتي با استفاده  توان محاسبات پسجي، مي4لرنينگديپ

 به کارت گرافيک منتقل کرد. cuDNNاز 

تخصيص  شد، پيشسازی ميرعت پياده روش ديگری که موجب افزايش س

نيز انجام داده شده بود.    DQNحافظه قبل از آموزش بود که در کد اصلي 

-ای است، به همين علت، پيشای بزرگ، عمليات پرهزينهتخصيص حافظه

گروه  و  تجربه  حافظه  مانند  بزرگ،  بردارهای  برای  حافظه  های  تخصيص 

هر تكرار، اين هزينه زماني را بسيار  کوچک داده و استفاده مجدد از آنها در  

 دهد. کاهش مي
 

 ارزیابی  -5

شود  در اين قسمت با ارائه نتايج کارايي الگوريتم ارائه شده، نشان داده مي

کند. روش ارائه شده با دو  بهتر عمل مي  DQNکه در سرعت يادگيری از  

سازی  شبيهمحيط    ALEشود.  [ ارزيابي مي32]  ALE2در    2600بازی آتاری  

آورد. اين محيط برای يادگيری را فراهم مي  2600های آتاری ی بازیشده 

بالايي   ابعاد  با  ديداری  ورودی  چراکه  است  برانگيز  چالش  بسيار  تقويتي 

های  داشته و به طور کامل نيز قابل مشاهده نيست. با داشتن يک سری بازی

باشد. برای اين  های جديد ميجذاب، محيط مناسبي برای آزمايش روش

شكل  و اسپيس اينويدرز همانطور که در    3آزمايش دو بازی آتاری کيوبرت 

، يادگيری يک RLقابل مشاهده هستند، انتخاب شدند. هدف الگوريتم    2

بهي فريمسياست  از  استفاده  با  تنها  خاص،  عنوان  نه  به  خام  پيكسلي  های 

   هاست.ورودی، برای بازی در هر يک از اين بازی

 
  سياسپ و( چپ سمت) وبرتي ک: 2600 ی آتار  هاییباز از  مي فر  دو: 2شكل 

 ( راست سمت) درزينويا

 [ همانند  استفاده شده  مي12معماری شبكه  که  [  مخفي  از سه لايهباشد  ی 

لايه يک  و  شده کانولوشنال  تشكيل  متصل  کاملا  مخفي  لايهی  ی  است. 

ی کاملا متصل خطي بوده که در آن برای هر عمل در  خروجي، يک لايه

هر عمل حالت    Qبازی يک نورون در نظر گرفته شده است. شبكه مقادير  

3 Q*bert 
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ک پشته از  طور جداگانه محاسبه کرده که در آن هر حالت يورودی را به

 باشند. آخرين چهار فريم مشاهده شده مي

مي آموزش  بازی  هر  برای  جداگانه  شبكه  معماری،  يک  يک  از  که  بيند 

ها  الگوريتم يادگيری و تنظيمات فراپارامتری يكسان در آنها برای همه بازی

مي مياستفاده  نشان  امر  اين  داشتن کمترين  شود.  با  رويكرد  اين  که  دهد 

های مختلف را دارد.  يداری کافي برای کار کردن با بازیدانش ممكن، پا

های بدون تغيير انجام گرفته است، برای با اينكه ارزيابي عامل روی بازی

ها تنها  ، ساختار پاداش DQNبرقراری شرايط يكسان بين روش ارائه شده و  

-و پاداش  1های مثبت به  در زمان آموزش تغيير يافتند به شكلي که پاداش

تبديل شده و پاداش صفر بدون تغيير باقي ماند. اين نحوه    -1منفي به  ای  ه

ها، مقياس مشتق خطاها را محدود کرده و استفاده از يک نرخ  برش پاداش

بازی تمامي  بين  يكسان  آسانيادگيری  را  ميها  کار روی تر  اين  اما  کند. 

قايل شد تمايز  توانايي  بود، چراکه  تاثيرگذار خواهد  عامل  بين  کارايي  ن 

 شود. های گرفته شده از آن سلب مياندازه پاداش 

حريصانه بوده که    𝜀سياست رفتاری استفاده شده در طول آموزش از نوع  

در يک ميليون فريم اول کاهش    0.1تا    1به صورت خطي از مقدار    𝜀در آن  

حفظ شده است. در اينجا يک شكل ساده    0.1يافته و پس از آن مقدار ثابت  

های قبلي به آن اشاره شد، استفاده شده  پرش فريم که در قسمت  از تكنيک

فريم را ديده و عمل    kها، هر  تر، عامل به جای تمام فريماست. به طور دقيق

هايي که از  کند و عمل انتخاب شده در فريممورد نظر خود را انتخاب مي

دار  شود. علت اين کار نيز، کاهش مقروی آنها پرش انجام شده تكرار مي

نياز در پيش بردن شبيه ساز در يک گام است، زماني که  محاسبات مورد 

تا به  شود. همچنين اين تكنيک به عامل اجازه ميعملي انتخاب نمي دهد 

برابر بيشتر بازی انجام دهد، بدون اينكه زمان اجرا افزايش    kطور تقريبي  

استفاده    kامتر  برای پار  4از مقدار    DQNشديدی پيدا کند. در اينجا همانند  

 شد. 

سياست   يک  اجرای  با  عامل  توسط  شده  گرفته  ياد  سياست    εارزيابي 

در   0.05برابر  εقسمت، انجام شد. برای اين کار مقدار    10حريصانه در هر 

ميانگين و  و گامنظر گرفته شده  امتيازات  در  گيری  آمده  بدست    10های 

ايپاک انجام شد که هر    200قسمت محاسبه شده است. آموزش شبكه در  

برابر   تجربه    10ايپاک  تكرار  حافظه  اندازه  و  بوده  قرار    500000قسمت 

تمام وزن بهينههای شبكهگرفتند.  با  بروزرساني شدند    RMSPropساز  ها 

قرار داده    0.95و مومنتوم برابر    0.00025برابر    αکه در آن نرخ يادگيری  

هر   از  پس  هدف  شبكه  بروزرساني  آموزش    10000شد.  شد.  انجام  گام 

ها و فراپارامترها انجام  ها، بدون تغيير در معماری آنشبكه برای تمام بازی

 [ در نظر گرفته شدند. 12شدند و باقي تنظيمات همانند ]

با يک جستجوی غير    DQNسازی در  مقادير فراپارامترها و پارامترهای بهينه

ی سيستماتيک  رسمي روی چند بازی انتخاب شدند، چراکه يک جستجو 

کرد. در نهايت اين پارامترها در بين دو  هزينه محاسباتي بالايي را طلب مي

 بازی که ارزيابي روی آنها انجام گرفت، بدون تغيير نگه داشته شدند.  

همانند   نيز  مقاله  اين  محيط  DQNدر  برای  اوليه  دانش  کمترين   ،

اند )که  شده  های ورودی از تصاوير تشكيلآزمايش فراهم شده است: داده 

شبكه  از  استفاده  ميعلت  توجيه  را  عميق  کانولوشنال  تعداد  های  و  کند( 

 ها. عمل

    نتايج 1-5

با شبكه   را  اين رويكرد، آن  نتايج  بودن  معتبر  عميق    Qبرای بررسي 

مي شكل مقايسه  در  شده  داده  ارائه  نتايج  کارايي  کنيم.  نتايج  پايين  های 

ارائه شده و   م  DQNالگوريتم  نشان  ،  4  شكلو  1شكل  3شكل  دهند.  يرا 

بازی کيوبرت و   2آوری شده را به ترتيب در های جمعميانگين کل پاداش

 دهند. اسپيس اينويدرز نشان مي

 
  به ازيامت  نيانگيم با ،DQN  و شده ارائه  تمي الگور ييکارا سهيمقا: 3شكل 

 وبرت يک  یباز در پاکيا  هر در آمده دست

 
  به ازيامت  نيانگيم با ،DQN  و شده ارائه  تمي الگور ييکارا سهيمقا: 4شكل 

 درزي نوي ا سياسپ   یباز در پاکيا  هر در آمده دست

 [ توسط  که  ارزيابي  12همانطور  برای  که  معياری  است،  داده  [ شرح 

تخمين زده شده سياست    Qشود، مقدار  استفاده ميعامل يادگيری تقويتي  

است که پاداش دريافتي را هنگامي که عامل يک سياست خاص را دنبال 

دهند که مقدار  های سمت راست نشان ميکند. شكلکند، محاسبه ميمي

از    Qميانگين   بيشتری  با سرعت  زمان  در طول  ما  زده شده روش  تخمين 

DQN  اين است که مدل به تدريج و به    يابند. اين نشان دهندهافزايش مي
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-عمل مي  DQNصورت پايدار در حال يادگيری بوده و بسيار سريعتر از  

بيني شده در طول زمان آموزش را پيش  Q، ميانگين  6  شكلو    5شكل ند.  ک

 دهند. های کيوبرت و اسپيس اينويدرز نشان ميبه ترتيب در بازی 

 

  Q ري مقاد نيانگيم با ،DQN  و شده ارائه  تمي الگور ييکارا سهيمقا: 5شكل 

 وبرت يک  یباز در پاکي ا هر  در شده ينبيشيپ

 
  Q ري مقاد نيانگيم با ،DQN  و شده ارائه  تمي الگور ييکارا سهيمقا: 6شكل 

 درزينويا  سياسپ یباز در پاکي ا هر  در شده ينبيشيپ

-رفت، نتايج ما شتاب گرفتن يادگيری را نشان ميهمانطور که انتظار مي

را نشان   DQNتر الگوريتم در مقايسه با  دهند. اشكال بالا همگرايي سريع

برميمي نتايج  از  که  ميدهد. همانطور  ارائه شده  طور  آيد روش  به  تواند 

به امتياز ميانگين بهينه برسد و همچنين    DQNبرابر سريعتر از    1.5تقريبي  

 ت آمد. در طول زمان يادگيری، ميانگين امتياز بسيار بهتری به دس

موردنياز   زمان  آموزش شبكه،  و  يادگيری  برای  زمان صرف شده  نظر  از 

از زمان موردنياز    % 10برای آموزش در هر ايپاک در روش پيشنهادی حدود  

بيشتر است، ولي با توجه به سرعت بسيار    DQNبرای آموزش هر ايپاک در  

مق به  رسيدن  برای  موردنياز  ايپاک  تعداد  نظر  از  يادگيری    Qدار  بالاتر 

)حدود   DQNيكسان يا از منظر کسب امتياز در روش پيشنهادی نسبت به 

يكسان يا جمع    Qبرابر(، در مجموع زمان کمتری برای رسيدن به مقدار    1.5

به روش   نسبت  پيشنهادی  در روش  امتياز  مقدار مشخصي    DQNآوری 

 موردنياز است. 

 
1 Paired t-test 

ا ميانگين  نيز انجام گرفت ت   1جفت   tبرای بررسي بيشتر يک آزمايش  

و   شده  ارائه  الگوريتم  بين  شده  دريافت  پاداش  بازی  DQNکل  های  در 

قابل مشاهده است که    1جدول  کيوبرت و اسپيس اينويدرز مقايسه شود. در  

( برای هر بازی  p  <  0.05الگوريتم ارائه شده ميانگين پاداش بسيار بالاتری )

تواند  به دست آورده است. اين نتايج بيانگر اين است که روش ارائه شده مي

ابتدايي مراحل  در  بيشتری  سرعت    امتيازات  نتيجه  در  و  گرفته  يادگيری 

 يادگيری را افزايش دهد. 

  ی مقايسه کل پاداش دريافت شده دربرا جفت t شيآزما ج ينتا: 1جدول 

 DQNی و الگوريتم شنهاديپ  تمي الگور

 تعداد  بازی

 ايپاک

 مقدار tثابت 

 p 

 0.008 - 2.696 100 کيوبرت 

 0.003 - 2.967 100 اسپيس اينويدرز 

 

  و راهکارهای آینده گیرینتیجه -6

های عصبي عميق و يادگيری  روش ارائه شده در اين مقاله، ترکيبي از شبكه

Q(λ)    است که الگوريتمDQN  دهد.  را با مكانيزم آثار شايستگي توسعه مي

دهد تا با بهره بردن از مزايای الگوريتم  اين ترکيب جديد، به ما اجازه مي

DQN    .ببخشيم سرعت  را  يادگيری  فرايند  شايستگي،  آثار  مكانيزم  و 

مقايسه شد که  2600در دو بازی آتاری  DQNهمچنين روش ارائه شده با 

کرد. نتايج تجربي به  های خام به عنوان ورودی استفاده ميتنها از پيكسل

يش روی آنها انجام شد، نشان دادند که  دست آمده در دو بازی که آزما

های کنترلي مناسب را، در تعداد  تواند، سياستروش ترکيبي ارائه شده مي

 بياموزد.   DQNهای کمتری نسبت به گام

های  همانطور که در بخش روش پيشنهادی اشاره شد، پيش از دادن فريم

د کاری که  پردازشي هماننبه شبكه عصبي، پيش ALEساز دريافتي از شبيه

DQN  ها به قالب  شد، به طوری که فريمها انجام ميانجام داد، روی فريم

تبديل شده و تنها ناحيه ابعاد  سياه و سفيد  از آن استخراج    84*    84ای به 

ای بيان شد  شد. علت اين امر نيز کاهش پيچيدگي محاسباتي و حافظهمي

-د. اين کار ميتواند موجب کند شدن کل فرايند ساخت مدل شو که مي

قسمت برای  تواند  مفيد  اطلاعات  وجود  امكان  که  را  ورودی  از  هايي 

يادگيری در آنها وجود داشته باشد، مانند رنگ اشياء مختلف در بازی و  

همچنين نواحي خارج از ابعاد بريده شده که بازی در آن جريان دارد، دور 

افزايش سرعت آنها،  افزارها و  بريزد. اما با توجه به پيشرفت روزانه سخت

پوشي کرده و به نتايجي بهتر دست  هايي چشمپردازشتوان از چنين پيشمي

 يافت.

ای در يادگيری تقويتي است و  مكانيزم آثار شايستگي، مكانيزمي پايه

تواند به تسريع يادگيری کمک شاياني بكند. در بخش کارهای مرتبط،  مي

کردند به نحوی  هرکدام تلاش ميهای ديگری نيز معرفي شدند که  روش

را برطرف نمايند. مكانيزم آثار    DQNو    Qمشكلات الگوريتم يادگيری  
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ها ترکيب شود و  تواند از لحاظ تئوری با تمامي اين الگوريتمشايستگي مي

[ مانند  دارد.  آنها  در  را  يادگيری  سرعت  بهبود  آن 24پتانسيل  در  که   ]

رنگين مالگوريتم  که  داد  نشان  روش يکمان  ترکيب  با  که  توان  هايي 

به نتايج بسيار  را برطرف مي  DQNهای مختلفي از  ايرادات قسمت کنند، 

مي نيز  الگوريتم  اين  همچنين  يافت.  دست  اين  بهتری  از  استفاده  با  تواند 

 مكانيزم، سرعت يادگيری خود را بهبود ببخشد. 
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